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ABSTRACT

Recent research highlights the viability of webcam-based eye tracking as a low-cost

alternative to dedicated remote eye trackers. Simultaneously, research shows the importance of

understanding emotions of software developers, where it was found that emotions have

significant effects on productivity, code quality, and team dynamics. In this paper, we present our

work towards an integrated eye-tracking and affect recognition tool for use during software

development. This combined approach could enhance our understanding of software

development by combining information about the code developers are looking at, along with the

emotions they experience. The presented tool utilizes an unmodified webcam to capture video of

software developers while interacting with code. The tool passes each frame (Figure 4) to two

modules, an eye tracking module that estimates where the developer is looking on the screen,

and an affect recognition module that infers developer emotion from their facial expressions. The

proposed work has implications to researchers, educators, and practitioners, and we discuss some

potential use cases in this paper.
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INTRODUCTION

Previous research has demonstrated the usability of computer webcams to track eye

movement, but the field lacks studies specific to the use of these eye movement patterns in

improving the software development process as a whole. The accessibility and remote nature of

webcam eye trackers promise a low-cost alternative to some of the higher-level models used to

collect data about eye movement tendencies. In this study, we focus on analyzing patterns

derived from empirical trials in webcam-based eye tracking. Building on GazeTracking, a

Python library that returns the exact position of the pupils and gaze direction in real time in the

form of a webcam-based eye tracking system, we developed a system that calibrates and

validates a user’s eye movement patterns against a linear regression gaze prediction model. We

then connect these patterns to various affects, or general moods and feelings, of programmers in

a range of provoking environments. Our results provide insights on the use of webcam eye

trackers and gaze prediction models and motivate future work to improve the emotions and

productivity of software developers in the workplace. In this paper, we present our work towards

an integrated eye-tracking and affect recognition approach during software development. This

combined approach can shed new light on our understanding of software development by

combining information about the code developers are looking at with the experienced emotion.
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LITERATURE REVIEW

Recent research in eye tracking has demonstrated that an unmodified webcam can

provide a comparable performance to a dedicated eye tracker in spatial accuracy (Wisiecka

2022). Previous research has also shown that for certain kinds of tasks, emotions correlate with

progress and biometric measures can be used to distinguish between emotions. Müller and Fritz

(2015) conducted a lab study in which participants wearing biometric sensors periodically

assessed their emotions and progress while completing programming tasks. Results indicated that

the wide range of emotions experienced by developers is correlated with their progress on tasks.

Girgadi proposes two different views of emotion: the limited set and the continuous

function, the latter of which is often used to refer to the affect one experiences in the realm of

software development. The continuous function approach involves the Circumplex Model of

Affect, which describes emotions as they relate to valence and arousal. In the context of

software, developers report being “stuck” as the biggest reason for negative valence. Such

negative valence can be categorized by feelings that come about as the result of fear of failure

and difficulty working under time pressure, whereas positive valence often involves positive

feelings resulting from successfully facing new challenges and being “in flow” (Gigardi 2020).

We then seek to measure emotions and perceived progress in the software development process

and determine causes for various affects, in addition to strategies for dealing with them.

Graziotin takes a people-first approach to achieving efficiency in the industry, focusing

on the idea that a better mood leads to better work. Simply put, “happy software developers

perform better than unhappy ones” (Graziotin 2014). This research explores the role of

emotional affect on debugging performance, and suggests that these two factors are correlated.
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Graziotin suggests that happier programmers will be more analytical, but acknowledges that such

a hypothesis requires additional evidence. From two correlation studies, it was determined both

that there existed a positive correlation between affects of developers (in terms of valence and

arousal) associated to a programming task and their self-assessed productivity, and that “happy

developers are indeed better problem solvers [than unhappy ones] in terms of their analytical

abilities” (Graziotin 2014). Graziotin’s work also emphasized the need for studying human

factors in software engineering with a multidisciplinary viewpoint.
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RESEARCH PROBLEM &MOTIVATION

Software development requires both creativity and problem solving skills - personal

characteristics which are both strongly tied to one’s affect, or emotional experience as a whole.

As our emotional awareness of self and others develops, it stands that affect can be both caused

by the workplace and have an impact on the workplace. There then lies valuable information in

the emotional state of software developers, which can be analyzed in efforts to improve

collaborative software development processes altogether.

Understanding emotions in software development has been linked to important factors

such as developer productivity, code quality, and team dynamics (Imran 2022, Fucci 2021,

Graziotin 2018). Researchers have explored various methods and artifacts to understand

developer emotions, including sentiment analysis of code review comments (Ahmed 2017),

version control commit messages such as GitHub (Guzman 2014), and technical Q&A sites such

as Stack Overflow (Novielli 2018, Calefato 2018).

One of the areas explored to understand developer emotions through biometric measures

is correlating emotions to eye tracking patterns using a dedicated research eye tracker (Müller

2015). Where positive and negative emotions were classified based on eye movement over code.

More recently, eye tracking research has demonstrated that an unmodified webcam can provide a

comparable performance to a dedicated eye tracker in spatial accuracy (Wisiecka 2022).

This paper presents an approach to utilize an unmodified webcam for eye-tracking and

affect recognition in software engineering tasks. This approach allows us to know the

emotion experienced by the developer and where in the code they were looking when they

experienced that emotion. While eye tracking through a webcam might be marginally less
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accurate than a dedicated eye tracker, it offers unique advantages in pervasiveness, no added

cost, and ease of integration with other measures such as affect recognition.
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METHODOLOGY

The presented tool, which is illustrated in detail in Figure 3, utilizes an unmodified

webcam to capture software developers while interacting with code. The tool passes each frame

to two modules, an eye tracking module that estimates where the developer is looking on the

screen, and an affect recognition module that infers developer emotion from their facial

expressions.

This study primarily involves the development of a gaze prediction model that will

accurately visualize the intended gaze point of a user. The gaze tracking component of this tool

is based on the GazeTracking1 repository. Using OpenCV, we enhanced this tool and constructed

a calibration model that takes in the position of the user’s right pupil on the screen over the

course of 10 calibration points on the screen. We found the most accurate calibration to occur at

10 calibration points, with accuracy trailing off at 15 points or higher (Figure 2). The model then

validates the recorded pupil coordinates against the actual coordinates of the calibration points

and predicts the user’s gaze point by feeding it into a linear regression model. These

experimental and actual coordinates are then compared and an average euclidean distance is

calculated between the two such that the accuracy of the gaze prediction model can be

determined (Figure 1). The program writes these coordinate and accuracy values to a

personalized text file for each user.

The second dimension of this study involves an emotion detection neural network. This

network is a MobileNet model (Nan et al. 2022) trained on 350 images of 7 different common

emotions: angry, disgust, fear, happy, neutral, sad, and surprise. We prepared our data using an

image data generator and fit the model to 10 steps per epoch, for a total of 20 epochs, with 8

1 https://github.com/antoinelame/GazeTracking



Rogers 11

validation steps between data points. The resulting model takes in an image and matches it to

one of the 7 emotion classes based on the match with the greatest similarity value. The model

was tested for accuracy with predefined pictures of each emotion, presented in Figure 6. The

output of the model is presented in Figure 5. While the aforementioned gaze prediction model is

running, a “most-likely” emotion is also being detected at each frame point, which is written to

the user’s personalized text file along with the predicted fixation coordinates (Figure 7).

The first version of this tool, the “Still-Frame Pupil Position Recognition” model,

incorporated only a still-frame recognition of pupil position, in which the position of the user’s

pupil on the screen was recorded from a single shot. The second version of the tool, the

“Real-Time Pupil Recognition” model, translated the pupil position on the screen to the user’s

real time pupil position in a similar manner. Version three, the “Continuous, Real-Time gaze

Prediciton” model, utilized ten calibration and ten validation points to construct a gaze prediction

model based on a linear regression that compared the recorded real-time pupil position to the

actual points on the screen. The fourth version of the tool, the “Continuous Gaze Predicition +

Emotion Recognition” model, was a continuous gaze prediction and emotion recognition that

operated in real time with improved estimation accuracy. Gaze prediction accuracy was

improved from a euclidean distance (pixel distance between actual and estimated gaze points) of

about 800 an average of 83.67.

The final version of the tool will have a further improved accuracy measurement of

predicted gaze. This will be achieved by replacing the current linear regression model with a

neural network trained on series of 10 samples of calibration points. Essentially, 10 recordings

of the user’s gaze will be recorded at the time of each frame screen capture, as opposed to the 1

recording in the current verison. Although the current model can tell us the region of the screen
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the user is looking at, it is not accurate enough to tell us the token or line number - hence the

need for a more precise tool. Once this is achieved, the pupil movement pattern data will be

evaluated in a lab setting against the emotional affect data with the intent to observe a potential

relation between the two.
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RESULTS & FIGURES

Figure 1: Gaze estimation calculated by euclidean distance between actual and experimental

model calibration points.

Figure 2: Best gaze point estimation accuracy consistently recorded at about 10 calibration

points per trial.
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Figure 3: Gaze estimation based on linear regression of recorded pupil position and emotion

recognition based on facial feature data

Figure 4: Frames taken per second and sent to the dual-purpose model

Figure 5: MobileNet training output, trained on 273 images of 7 different common emotions
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Figure 6: Images used to test emotion-recognition neural network

Figure 7: Program output, including actual calibration coordinates, recorded experimental

coordinates, euclidean distance between the two, and detected emotion
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USE CASES

The proposed work has implications to researchers, educators, and practitioners.

Researchers can gain a better understanding of the cognitive processes involved in software

development by observing the emotional response of developers when interacting with specific

source code elements. In education, an eye movement-affect enabled Integrated Development

Environment (Eye-DE) could respond automatically to student frustration by highlighting

potential bugs or showing hints or documentation. In the industry, adding developer emotion to

software artifacts might help in understanding the relationship between being tired/exhausted and

code quality.
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CONTRIBUTIONS & FUTUREWORK

In this paper, we have demonstrated the viability of a combined approach for eye tracking

and affect recognition through an unmodified webcam. In addition, we discussed potential use

cases for this tool in software development with future implications to researchers, educators,

and developers.

We aim to increase the accuracy of the eye tracking module and use this tool in a

controlled lab experiment in addition to collecting data from volunteer developers in the field.

The goal of the lab experiment is to compare the accuracy of this tool to a research-grade eye

tracker in software development tasks. The field experiment could help us understand the

potential benefits of this tool in collecting eye tracking and affect data remotely (outside the lab)

and at scale.
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CONCLUSION

Our current results provide insights on the use of webcam eye tracking and its increased

accessibility and usability when compared to high-scale models. Our future work includes plans

to analyze the eye movement patterns of programmers as they are faced with a variety of

affect-provoking stimuli during the software development process. Our hypothesis is that these

programmers will experience a variety of emotional effects and feelings in reaction to the

stimuli, which will be exhibited by their eye movement behavior. Eye tracking will then in turn

provide valuable information about the emotional state of programmers, and can subsequently be

used to improve the software development process.
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