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Abstract

In this thesis, we consider a class of function on $\mathbb{R}^d$, called positive homogeneous functions, which interact well with certain continuous one-parameter groups of (generally anisotropic) dilations. Generalizing the Euclidean norm, positive homogeneous functions appear naturally in the study of convolution powers of complex-valued functions on $\mathbb{Z}^d$. As the spherical measure is a Radon measure on the unit sphere which is invariant under the symmetry group of the Euclidean norm, to each positive homogeneous function $P$, we construct a Radon measure $\sigma_P$ on $S = \{ \eta \in \mathbb{R}^d : P(\eta) = 1 \}$ which is invariant under the symmetry group of $P$. With this measure, we prove a generalization of the classical polar-coordinate integration formula and deduce a number of corollaries in this setting. We then turn to the study of convolution powers of complex functions on $\mathbb{Z}^d$ and certain oscillatory integrals which arise naturally in that context. Armed with our integration formula and the Van der Corput lemma, we establish sup-norm-type estimates for convolution powers; this result is new and partially extends results of [21] and [22]. Much of this thesis is based on the article [5].
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Chapter 1

Introduction

In this thesis, we make two distinct studies, a study of surface-carried measures and associated (generalized) polar-coordinate integration formulas and a study of the convolution powers of finitely-supported complex-valued functions on $\mathbb{Z}^d$. Though these topics appear unrelated, we will utilize the former (Theorem 3.1.1) as a tool to deduce certain estimates for oscillatory integrals, which are subsequently used to prove a new result related to the latter (Theorem 5.1.2).

1.1 A generalized polar-coordinate integration formula

In $\mathbb{R}^3$, we can write every non-zero $x$ in its polar/spherical coordinates as $x = r\eta(\theta, \phi)$ where $r = |x| > 0$ and $\eta(\theta, \phi) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ is a unique point on the unit sphere. With this parameterization, we obtain the integration formula

$$\int_{\mathbb{R}^3} f(x) \, dx = \int_0^\infty \int_0^{2\pi} \int_0^\pi f(r\eta(\theta, \phi)) r^2 \sin \theta \, d\theta \, d\phi \, dr,$$

where the formula breaks the computation into integration over a radial part (integration over $r$) and an angular part (integration over the polar and azimuthal angles). In $d$ dimensions, we may generalize this approach by introducing the spherical measure for the angular part. To introduce this generalization, we let $m$ be the Lebesgue measure on $\mathbb{R}^d$, and write $dx = m(dx) = dm(x)$. Let $S$ denote the standard unit sphere in $\mathbb{R}^d$. The spherical measure is the canonical Radon measure on $S$ for which $\Theta(S) = d \cdot m(S)$ and $\Theta(OF) = \Theta(F)$ for every orthogonal transformation $O$ and Borel set $F \subseteq S$. With this measure, we state the classical polar coordinate integration formula as follows: For every $f \in L^1(\mathbb{R}^d)$ (or non-negative measurable $f$),

$$\int_{\mathbb{R}^d} f(x) \, dx = \int_S \left( \int_0^\infty f(r\eta) r^{d-1} \, dr \right) \Theta(d\eta) = \int_0^\infty \left( \int_S f(r\eta) \Theta(d\eta) \right) r^{d-1} \, dr. \quad (1.1)$$

Precise formulation of this classical result can be found in [26] and [11]. For two interesting applications which provide some useful context, we encourage the reader to see [3] and [10].

In this thesis, we generalize the polar-coordinate integration formula (1.1) and its corresponding measure $\Theta$ in a way that is well-aligned to the analysis of certain oscillatory integrals which appear in the study of convolution powers of complex-valued functions on $\mathbb{Z}^d$. Inspired by the classical integration formula, our generalized integration formula also breaks the integration over $\mathbb{R}^d$ into a radial integration and an angular integration. However, the spherical measure in the
classical formula is replaced by a more general surface-carried measure which arises naturally from the (Fourier) analysis of convolution powers. Our generalized formula will prove to be a useful tool in the analysis of such oscillatory integrals, leading to the advertised sup-norm-type estimate (Theorem 5.1.2) for convolution powers of complex-valued functions and, in a forthcoming article, a theory of local limit theorems.

To describe the generalized polar coordinate integration formula treated in this article, we must first introduce a class of functions on $\mathbb{R}^d$ which share several desirable properties with the Euclidean norm. This gives rise to the notion of positive homogeneous functions, which we will define and study in Chapter 2. First, let us introduce the other main focus of this thesis: a study of convolution powers of complex-valued functions.

### 1.2 Beyond the Classical Local (Central) Limit Theorem

In random walk theory and probability theory, convolution powers are of central importance. Given a sequence $X_1, X_2, \ldots \in \mathbb{Z}^d$ of i.i.d. random vectors with a common probability distribution $\phi$, i.e., for each $k = 1, 2, \ldots$,

$$\phi(x) = \mathbb{P}(X_k = x)$$

for all $x \in \mathbb{Z}^d$, we consider the sequence of random vectors $S_1, S_2, \ldots$ where $S_n = X_1 + X_2 + \cdots + X_n$ for each $n \in \mathbb{N}_+$. $S_n$ represents the position of a random walker after $n$ steps where each step is taken according to $\phi$, independently of the last step. The sequence $\{S_n\}$ is called a random walk driven by $\phi$.

Using the fact that the random vectors $X_1, X_2, \ldots$ are i.i.d, we may compute the distribution of $S_n$ as follows. Since $S_1 = X_1$, the distribution of $S_1$ is simply $\phi$. To compute the distribution of $S_2$, for each $x \in \mathbb{Z}^d$, we have

$$\mathbb{P}(S_2 = x) = \mathbb{P}(X_1 + X_2 = x) = \mathbb{P}(X_2 = x - X_1) = \sum_{y \in \mathbb{Z}^d} \mathbb{P}(X_2 = x - y | X_1 = y) = \sum_{y \in \mathbb{Z}^d} \mathbb{P}(X_2 = x - y) \mathbb{P}(X_1 = y) = \sum_{y \in \mathbb{Z}^d} \phi(x - y) \phi(y)$$

where the penultimate equality follows from the independence of $X_1$ and $X_2$. In other words, the distribution of $S_2$ is given by the convolution of $\phi$ with itself:

$$(\phi \ast \phi)(x) = \sum_{y \in \mathbb{Z}^d} \phi(y - x) \phi(y).$$

By induction, the distribution of $S_n$ is the $n$th-convolution power of $\phi$ and is defined iteratively by

$$\phi^{(n)}(x) = \sum_{y \in \mathbb{Z}^d} \phi^{(n-1)}(x - y) \phi(y) = \phi^{(n-1)} \ast \phi(1)$$

for $n = 2, \ldots$ and $x \in \mathbb{Z}^d$, where $\phi^{(1)} = \phi$. 


Example 1. Consider the following simple random walk driven by $\phi : \mathbb{Z}^d \to \mathbb{R}$, which is given by

$$\phi(x) = \begin{cases} 1/2d, & x = \pm e_j \\ 0, & \text{otherwise} \end{cases}$$

for $j = 1, 2, \ldots, d$, where $e_j$ denotes the unit vector pointing in the $j$th direction. Here, $S_n$ represents the position of the random walker after $n$ steps where each step is taken uniformly in any direction on the lattice, independently of the last step. For $d = 2$,

$$(\phi * \phi)(x) = \begin{cases} 1/4, & x = (0, 0) \\ 1/8, & x = (\pm 1, \pm 1) \\ 1/16, & x = (\pm 2, 0) \text{ or } (0, \pm 2) \\ 0, & \text{otherwise} \end{cases}.$$

Figure 1.1 shows the distribution of $S_n$ for $n = 10$ and $n = 200$.

Figure 1.1: Distribution of $S_n$ for $n = 10$ and $n = 200$.

Two interesting concepts in random walk theory are recurrence and transience. A random walk is recurrent if it visits its starting position infinitely often with probability one and transient if it visits its starting position finitely often with probability one.

Definition 1.2.1. Let $\{X_n\}$ be a collection of $\mathbb{Z}^d$-valued i.i.d random vectors with zero mean and consider the associated random walk $\{S_n\}$. We say that the random walk is called recurrent if

$$\mathbb{P}(S_n = 0 \text{ for infinitely many } n) = 1.$$  

It is called transient if

$$\mathbb{P}(S_n = 0 \text{ for infinitely many } n) = 0.$$
What’s amazing is that the two possibilities of recurrence and transience for a random walk are collectively exhaustive: A random walk is either recurrent or it is transient. This is a consequence of the first and second Borel-Cantelli Lemmas. The following theorem gives a characterization of recurrence and transience in terms of the convolution powers of the distribution $\phi$.

**Theorem 1.2.2.** The random walk driven by $\phi$ is recurrent if and only if $\sum_{n=1}^{\infty} \phi^{(n)}(0) = \infty$.

It can be shown that a simple symmetric random walk on $\mathbb{Z}^d$ is recurrent in dimensions $d = 1, 2$ and transient in dimensions $d \geq 3$. A famous quote by Shizuo Kakutani summarizes this result as follows: “A drunken man will always find his way home but a drunken bird may get lost forever.” Here, we are of course assuming that the motion of both biological entities can be described as simple random walks. For a more thorough description of random walk theory, the reader may refer to [25].

Fourier analysis allows one to learn about the asymptotic behavior of $\phi^{(n)}$ as $n \to \infty$. For example, when $\phi$ is associated with a random walk that is symmetric, aperiodic, irreducible, or of finite range (The reader may again refer to [25] for more details regarding these terminologies), one may establish the following theorem (Theorem 1.2.3). The first statement concerns the sup-norm behavior of $\phi^{(n)}$ and helps one determine if the random walk is recurrent or transient. The second is the celebrated local limit theorem (originally stated by Abraham de Moivre for independent Bernoulli trials and proved by Pierre-Simon Laplace [18]). The third is a so-called Gaussian-type estimate.

**Theorem 1.2.3.** Let $\phi$ be a symmetric, aperiodic and irreducible probability distribution on $\mathbb{Z}^d$ with finite variance.

1. There are positive constants $C_1, C_2$ for which

$$\frac{C_1}{n^{d/2}} \leq \|\phi^{(n)}\|_{\infty} \leq \frac{C_2}{n^{d/2}}$$

for all $n \in \mathbb{N}_+$, where $\|\phi^{(n)}\|_{\infty} = \sup_{x \in \mathbb{Z}^d} |\phi^{(n)}(x)|$.

2. There exists a simple point-wise description of $\phi^{(n)}$ in the large $n$ limit: The classical local limit theorem states that

$$\phi^{(n)}(x) = \frac{1}{n^{d/2}} \Phi_\phi\left(\frac{x}{n^{d/2}}\right) + o\left(\frac{1}{n^{d/2}}\right)$$

uniformly for $x \in \mathbb{Z}^d$, where $\Phi_\phi$ is the generalized Gaussian density

$$\Phi_\phi(x) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-\xi \cdot C_\phi^{-1} \xi} d\xi = \frac{1}{(2\pi)^{d/2} \sqrt{\det C_\phi}} \exp\left(-\frac{x \cdot C_\phi^{-1} x}{2}\right),$$

with $C_\phi$ the positive definite covariance matrix associated to $\phi$. 
3. A global point-wise estimate for $\phi^{(n)}$ is the so-called Gaussian estimate: There are positive constants $C$ and $M$ for which

$$
\phi^{(n)}(x) \leq \frac{C}{n^{d/2}} \exp \left( -\frac{M|x|^2}{n} \right)
$$

for all $x \in \mathbb{Z}^d$ and $n \in \mathbb{N}_+$, where $| \cdot |$ denotes the Euclidean norm.

**Example 2.** To illustrate the claim of the first item of Theorem 1.2.3, we may return to the simple random walk in $\mathbb{Z}^2$ from Example 1. Figure 1.2 shows that $\sup |\phi^{(n)}|$ decays like $1/n$, as expected.

![Graphs](a) $n = 300$. (b) $n = 600$. Figure 1.2: The decay of $f(n) := \sup |\phi^{(n)}|$ in $n$. Here, $\phi$ is defined in Example 1 for $d = 2$.

When $\phi$ is not necessarily a probability distribution, the question of whether one can still obtain global and local/point-wise decay estimates and descriptions of its convolution powers $\phi^{(n)}$ in the large $n$ limit remains valid despite the lack of an underlying stochastic (probabilistic) process. In the works of Persi Diaconis, Evan Randles, and Laurent Saloff-Coste (see, for example, [21], [22], [7]), one drops the positivity and real-valuedness of $\phi$, and considers the collection of absolutely summmable complex-valued functions $\phi$ defined on the $d$-dimensional integer lattice $\mathbb{Z}^d$, i.e., this is the set of functions $\phi : \mathbb{Z}^d \to \mathbb{C}$ for which

$$
\|\phi\|_1 = \sum_{x \in \mathbb{Z}^d} |\phi(x)| < \infty.
$$

We denote this collection (a Banach space) but $\ell^1(\mathbb{Z}^d)$. For each such $\phi \in \ell^1(\mathbb{Z}^d)$, one can compute its convolution powers $\phi^{(n)}$ (as done in the probabilistic setting) and study the asymptotic behavior of $\phi^{(n)}$. As illustrated in Example 3, one still finds rich limiting behaviors of $\phi^{(n)}$, many of which do not appear in the probabilistic setting.

---

1. There is a related generalized notion of “pseudo-process” whose steps are driven by “pseudo random variables” whose distributions are signed (See [14]).
2. Equipped with the convolution product, $\ell^1(\mathbb{Z}^d)$ becomes a Banach algebra.
Example 3. Consider the function $\phi : \mathbb{Z}^2 \to \mathbb{C}$ defined below. Figure 1.3 shows the real part of $\phi^{(n)}$ for $n = 300$ and $n = 600$.

$$
\phi(x, y) = \frac{1}{768} \times \begin{cases}
602 - 112i & (x, y) = (0, 0) \\
56 + 32i & (x, y) = (-1, 0) \\
72 + 32i & (x, y) = (1, 0) \\
-16 & (x, y) = (\pm 2, 0) \\
56 + 32i & (x, y) = (0, \pm 1) \\
-28 - 8i & (x, y) = (0, \pm 2) \\
56 & (x, y) = (0, \pm 3) \\
-1 & (x, y) = (0, \pm 4) \\
4 & (x, y) = (-1, \pm 1) \\
-4 & (x, y) = (1, \pm 1) \\
0 & \text{otherwise}
\end{cases}
$$

\begin{align*}
\text{(a) } n &= 300. \\
\text{(b) } n &= 600.
\end{align*}

Figure 1.3: The real part of $\phi^{(n)}$ for (a) $n = 300$ and (b) $n = 600$

In contrast to the probabilistic setting (as seen in Example 1 (with your pictures), the non-Gaussian behavior of $\phi^{(n)}$ for a general complex-valued $\phi$ calls for new analysis and theory beyond Theorem 1.2.3. This is the main objective of the recent papers [21], [22], [7], in which great strides have been made towards proving local limit theorems for a large class of sufficiently nice functions $\phi$. In [21], the theory is developed for the case where $\phi$ is defined on $\mathbb{Z}$. Extending earlier works by Thomée, de Forest, Schoenberg$^3$, and Greville and using techniques of Fourier analysis, [21] not only established asymptotic bounds for the sup-norm of the convolution powers of finitely-supported complex-valued functions on $\mathbb{Z}$ but also proved extended local limit theorems pertaining to this entire class. In [22], a local limit theorem is attained for the case concerning the

---

$^3$Mathematician Isaac Jacob Schoenberg (1903-1990) was a Romanian-American Assistant Professor of Mathematics at Colby College from 1936 to 1941. He is most well-known for his discovery of mathematical splines – special functions defined piecewise by polynomials.
d-dimensional integer lattice; however, it is only applicable to special subset of φ’s. The natural next step is therefore to generalize the result of [22] to all admissible φ on Z^d.

In this thesis, we will mainly be concerned with the question of how the sup-norm of φ^(n) decays in n, which is paralleled by Item 1 in Theorem 1.2.3, and our goal is to obtain a global estimate for ∥φ^(n)∥_∞. The following theorem (Theorem 1.1 of [21]) provides a complete answer for finitely supported functions in Z^d where d = 1.

**Theorem 1.2.4** (Theorem 1.1 of [21]). Let φ : Z → C be finitely supported and whose support contains more than one point. Then there is a natural number m ≥ 2, and positive constants, A, C, and C' such that

\[ C n^{-1/m} \leq A^{-n} \|\hat{\phi}(\xi)\|_\infty \leq C' n^{-1/m} \]

for all natural numbers n. Here, A = sup |\hat{\phi}(\xi)| where \hat{\phi} is φ’s Fourier transform, introduced in our Chapter 5.

Theorem 1.4 of [22] (Theorem 1.2.5 below) treats the d ≥ 1 case and considers “sufficiently nice” rather than an all encompassing class of functions. Its hypotheses will be defined in Chapter 5; the objects \( S_d, \mu_\phi, \Omega(\phi) \) and the notion of positive homogeneous type are due to [22] and will be made more precise in the following chapters. The reader may refer to [22] for their definitions; however, knowing these definitions is not a prerequisite for what is to come in this paper.

**Theorem 1.2.5** (Theorem 1.4 of [22]). Let φ ∈ \( S_d \) be such that \( \sup |\hat{\phi}| = 1 \) and suppose that each \( \xi \in \Omega(\phi) \) is of positive homogeneous type for \( \hat{\phi} \). Then there are positive constants \( \mu_\phi, C, \text{ and } C' \) for which

\[ C' n^{-\mu_\phi} \leq \|\phi^{(n)}\|_\infty \leq C n^{-\mu_\phi} \]

for all n ∈ N.

The main idea of the above result is that, similar to the results of [21], one can obtain a uniform sup-norm bound for the convolution powers of φ when d > 1, but under the positive homogeneous condition. One main objective of this thesis is thus to relax this condition and partially extend the above theorem. This requires the generalized polar-coordinate integration formula, which we will formally construct in Chapter 3.

### 1.3 Some notational conventions

In addition to the conventions outlined in the previous sections, we shall denote by \( \mathbb{N}, \) and \( \mathbb{N}_+ \) the set of (non-negative) natural numbers and positive natural numbers, respectively; the \( d \)-tuples formed by elements of these sets will be denoted by \( \mathbb{Z}^d, \mathbb{N}^d, \text{ and } \mathbb{N}_+^d \). Our setting is \( d \)-dimensional Euclidean space \( \mathbb{R}^d \) with coordinates \( (x^1, x^2, \ldots, x^d) \) equipped with the dot product and associated Euclidean norm. We take \( \mathbb{R}^d \) to be equipped with its usual topology and (oriented) smooth structure. Given \( x \in \mathbb{R}^d \) and \( R > 0 \), the open ball with center \( x \) and radius \( R \) is denoted by \( \mathbb{B}_R(x) \)
and its corresponding sphere is denoted by $S_R(x)$. We write $\mathbb{B} = \mathbb{B}_1(0)$ to denote the standard unit ball in $\mathbb{R}^d$. For a subset $A$ of a topological space, we denote by $\text{Int}(A)$, $\overline{A}$, and $\partial A$ its interior, closure and boundary, respectively. We shall denote by $\text{End}(\mathbb{R}^d)$ the collection of linear transformations on $\mathbb{R}^d$ and by $M_d(\mathbb{R})$ the corresponding set of $d \times d$ real matrices. We denote by $\text{Gl}(\mathbb{R}^d)$ the general linear group and by $\text{Gl}_d(\mathbb{R})$ the corresponding group of $d \times d$ invertible real matrices. For $E \in \text{End}(\mathbb{R}^d)$ (or $E \in M_d(\mathbb{R})$), $\|E\|$ will denote the so-called operator norm.
Chapter 2

Positive Homogeneous Functions

In this chapter, we make precise and extend the definition of positive homogeneous polynomials as it appeared in [22]. We also introduce the notions of subhomogeneous functions and strongly subhomogeneous functions, which appear alongside positive homogeneous polynomials/functions in a certain Taylor expansion related to the Fourier transform of $\phi$. These classes of functions are key ingredients for estimating the convolution powers of $\phi$ via the Van der Corput lemma, particularly in the cases where oscillatory integrals are involved. This chapter is essentially Section 2 of [5].

To start, we shall review the notion of continuous one-parameter groups defined in Definition 2.0.1. Continuous one-parameter groups appear naturally when one characterizes the radial scaling when parameterizing $\mathbb{R}^d$. For instance, in the usual polar coordinates, we have isotropic scaling in the radial variable $r$ and can simply choose our continuous one-parameter group to be one which corresponds nicely with the Euclidean norm: $\{T_r\}_{r>0} = rE$ where $E = \text{diag}(1/2,1/2)$ in the standard representation. It is clear that $\{T_r\}_{r>0}$ is a group, and that any point $v \in \mathbb{R}^d \setminus \{0\}$ can be written uniquely as $rE\eta$ where $\eta \in S$. In general, $E$ needs not be a multiple of the identity transformation $I$ (whose standard representation is of course $\text{diag}(1,1)$). In such cases, we have anisotropic scaling. For example, let $E'$ be $\text{diag}(1/2,1/4)$ in the standard basis. Any point $v \in \mathbb{R}^2 \setminus \{0\}$ can also be written uniquely as $rE'\eta'$ where $\eta' \in \{ (\eta'_1,\eta'_2) \in \mathbb{R}^2 : \eta'_1^2 + \eta'_2^4 = 1 \}$ and $r > 0$.

**Definition 2.0.1.** $\{T_r\}_{r>0} \subseteq \text{Gl}(\mathbb{R}^d)$ is said to be a continuous one-parameter group if

1. $T_r$ is continuous in $r$ (in the usual topology of $\text{Gl}(\mathbb{R}^d)$);
2. $T_0 = I_d$, where $I_d$ denotes the identity map on $\mathbb{R}^d$;
3. $T_{uv} = T_uT_v$, for all $u, v > 0$.

It is well-known (c.f., [8,9,22]) that every continuous one-parameter group $\{T_r\}$ has the unique representation

$$T_r = rE = \exp((\ln r)E) = \sum_{k=0}^{\infty} \frac{(\ln r)^k}{k!}E^k$$
for some $E \in \text{End}(\mathbb{R}^d)$. $E$ is called the (infinitesimal) generator of $\{T_r\}$, and $\{T_r\}$ is said to be generated by $E$. For simplicity, we shall use this representation throughout the paper, i.e., any element of $\{T_r\}_{r>0}$ has the form $r^E$. We write $T_r = r^E$ to be explicit about $E$.

An important possible feature of a continuous one-parameter group $\{T_r\}_{r>0}$ is the **contracting** property. Intuitively, this means that the radial scaling becomes vanishingly small as the parameter $r$ approaches 0. This property will become useful in our construction of the measure on $S$, where it is used to contract sufficiently nice sets $F \subseteq S$ into the unit ball. Here, $S$ is the unital level set of a positive homogeneous function to be introduced later in this section.

**Definition 2.0.2.** A continuous one-parameter group $\{T_r\}$ is said to be **contracting** if

$$\lim_{r \to 0} \|T_r\| = 0.$$ 

The next two results follow immediately from this definition. The first result is by virtue of continuity and the Banach-Steinhaus theorem (or, the uniform boundedness principle), while the second by the continuity of the determinant with respect to the operator norm. The proof of Proposition 2.0.3 is presented in Appendix 6.1.

**Proposition 2.0.3.** Let $\{T_r\}$ be a continuous one-parameter group. Then $\{T_r\}$ is contracting if and only if for all $x \in \mathbb{R}^d$,

$$\lim_{r \to 0} |T_r x| = 0. \tag{2.1}$$

**Proposition 2.0.4.** Let $\{T_r\} \subseteq \text{Gl}(\mathbb{R}^d)$ be a continuous one-parameter group with generator $E$. If $\{T_r\}$ is contracting, then $\text{tr} \, E > 0$.

**Proof.** The supposition that $\{T_r\}$ is a contracting group implies that $r^E \to 0$ in the operator-norm as $r \to 0$; here 0 is zero transformation. Because the determinant is continuous with respect to the operator norm, we have

$$0 = \det(0) = \det \left( \lim_{r \to 0} r^E \right) = \lim_{r \to 0} \det (r^E) = \lim_{r \to 0} r^{\text{tr} \, E}$$

in view of the preceding proposition. Therefore, $\text{tr} \, E > 0$. \qed

Now we are ready to define the notion of “positive homogeneous functions.” Recall the previous example of anisotropic scaling in which any point $v \in \mathbb{R}^2$ can be written as $r^E \eta$ where $E$ has standard matrix representation $\text{diag}(1/2, 1/4)$ and $\eta \in \{(\eta_1, \eta_2) \in \mathbb{R}^2 : P(\eta_1, \eta_2) = \eta_1^2 + \eta_2^4 = 1\}$. We observe that the function $P$ is “homogeneous” with respect to the matrix $E$ in the sense that

$$P(r^E x) = \left( r^{1/2} x_1 \right)^2 + \left( r^{1/4} x_2 \right)^4 = r^2 P(x)$$
for all \( x \in \mathbb{R}^d \) and \( r > 0 \). Because such functions (which are not necessarily polynomials, as we will see) often show up in estimating convolution powers and their attractors, we will generalize and make precise this notion of homogeneity. In what is to follow, for a function \( P : \mathbb{R}^d \to \mathbb{R} \), we shall call

\[
S = \{ \eta \in \mathbb{R}^d : P(\eta) = 1 \}
\]

the unital level set of \( P \). We say that \( P \) is positive definite if \( P \) is non-negative and \( P(x) = 0 \) only when \( x = 0 \). Given a continuous one-parameter group \( \{ T_r \} \), we say that \( P \) is homogeneous with respect to \( \{ T_r \} \) if

\[
rP(x) = P(T_r x) = P(r^E x)
\]

for all \( r > 0 \) and \( x \in \mathbb{R}^d \). For a given map \( P : \mathbb{R}^d \to \mathbb{R} \), the set of all \( E \) for which (2.2) is satisfied is called the exponent set of \( P \) and shall be denoted by \( \text{Exp}(P) \). We note that even though \( P \) often appears as a polynomial in the convolution powers setting, we only require that it be a continuous function.

The forthcoming Proposition 2.0.5 relates the unital level set \( S \) to the contracting group \( \{ r^E \} \) for a positive-definite \( P \) and lists the (equivalent) defining characteristics of a positive homogeneous function. This characterization highlights an interplay between positive definite functions, contracting groups, and unital level sets and sets the stage for our definition of positive homogeneous functions.

Just before we state and prove this proposition, however, we introduce some notation and point out some basic topological objects connected to positive homogeneous functions. Given a positive homogeneous function \( P \), we define

\[
B_r = \{ \xi \in \mathbb{R}^d : P(\xi) < r \} \quad \text{and} \quad A_r = \{ \xi \in \mathbb{R}^d : s \leq P(\xi) < r \}
\]

for \( r > 0 \) and \( 0 \leq s < r \); these are \( P \)-adapted analogues of the Euclidean ball, \( B_r \), and the annulus of inner radius \( s \) and outer radius \( r \), respectively. In view of Proposition 2.0.5 and the continuity of \( P \), we see that, for each \( r > 0 \), \( B_r \) is open and \( \overline{B}_r \) is compact. Further, by setting \( B = B_1 \), it is a straightforward exercise to see that \( \overline{B} = B \cup S \) where \( \partial B = S \) is the unital level set associated to \( P \).

**Proposition 2.0.5.** Let \( P : \mathbb{R}^d \to \mathbb{R} \) be continuous, positive definite, and have \( \text{Exp}(P) \neq \emptyset \). The following are equivalent:

(a) \( S \) is compact.

(b) There is a positive number \( M \) for which

\[
P(x) > 1
\]

for all \( |x| \geq M \).

(c) For each \( E \in \text{Exp}(P) \), \( \{ r^E \} \) is contracting.

(d) There exists \( E \in \text{Exp}(P) \) for which \( \{ r^E \} \) is contracting.

(e) \( \lim_{x \to \infty} P(x) = \infty \).
Proof. In the case that \( d = 1 \), it is easy to see that every function satisfying the hypotheses is of the form

\[
P(x) = \begin{cases} P(1)x^\alpha & \text{for } x \geq 0 \\ P(-1)(-x)^\alpha & \text{for } x < 0 \end{cases}
\]

for some \( \alpha > 0 \) where \( P(1), P(-1) > 0 \) and \( \text{Exp}(P) \) consists only of the linear function \( x \mapsto x/\alpha \). In this setting, it is easy to see that Conditions (a)–(e) are satisfied (always and) simultaneously. We shall therefore assume that \( d > 1 \) for the remainder of the proof.

\((a) \Rightarrow (b)\). Given that \( S \) is compact, it is bounded and so we have a positive number \( M \) for which \( P(x) \neq 1 \) for all \( |x| \geq M \). Observe that, if for two points \( x_1, x_2 \in \mathbb{R}^d \setminus B_M \), \( P(x_1) < 1 < P(x_2) \) or \( P(x_2) < 1 < P(x_1) \), then by virtue of the path connectedness of \( \mathbb{R}^d \setminus B_M \) and the intermediate value theorem, we would be able to find \( x_0 \in \mathbb{R}^d \setminus B_M \) for which \( P(x_0) = 1 \), an impossibility. Therefore, to show that Condition (b) holds, we must simply rule out the case in which \( P(x) < 1 \) for all \( |x| \geq M \). Let us therefore assume, to reach a contradiction, that this alternate condition holds. In this case, we take \( E \in \text{Exp}(P) \) and \( y \in \mathbb{R}^d \setminus \{0\} \) and observe that

\[
\lim_{r \to \infty} P(r^E y) = \lim_{r \to \infty} r P(y) = \infty.
\]

By virtue of our supposition, we find that \( |r^E y| < M \) for all sufficiently large \( r \). In particular, there exists a sequence \( r_k \to \infty \) for which \( |r_k^E y| \leq M \) for all \( k \) and

\[
\lim_{k \to \infty} P(r_k^E y) = \infty.
\]

Because \( \overline{B}_M \), the closure of \( B_M \), is compact, \( \{r_k^E y\} \) has a convergent subsequence which we also denote by \( \{r_k^E y\} \) by a slight abuse of notation. In view of the continuity of \( P \) at \( \eta := \lim_{k \to \infty} r_k^E y \), we have

\[
P(\eta) = \lim_{k \to \infty} P(r_k^E y) = \lim_{k \to \infty} r_k P(y) = \infty,
\]

which is impossible. Thus Condition (b) holds.

\((b) \Rightarrow (c)\). We shall prove the contrapositive statement. Suppose that, for \( E \in \text{Exp}(P) \), \( \{r_k^E \} \) is not contracting. In this case, by virtue of Proposition 2.0.3, there exists \( x \in \mathbb{R}^d \setminus \{0\} \) and a sequence \( r_k \to 0 \) for which \( r_k^E x \) does not converge to zero in \( \mathbb{R}^d \). If our sequence \( \{r_k^E x\} \) is bounded, then it must have a convergent subsequence \( \{r_{k_m}^E x\} \) with non-zero subsequential limit \( \eta := \lim_{m \to \infty} r_{k_m}^E x \). By the continuity of \( P \), we have

\[
P(\eta) = \lim_{m \to \infty} P(r_{k_m}^E x) = \lim_{k \to \infty} r_{k_m} P(x) = 0
\]

which cannot be true for it would violate the positive definiteness of \( P \). We must therefore consider the other possibility: The sequence \( \{r_k^E x\} \) is unbounded. In particular, there must be some \( k_0 \) for which \( r_{k_0} < 1/P(x) \) and \( |r_{k_0}^E x| > M \). Upon putting \( y = r_{k_0}^E x \), we have \( |y| > M \) and \( P(y) = P(r_{k_0}^E x) = r_{k_0} P(x) < 1 \) which shows that Condition (b) cannot hold.

\((c) \Rightarrow (d)\). This is immediate.

\((d) \Rightarrow (e)\). Let \( E \in \text{Exp}(P) \) be such that the one-parameter group \( \{r_k^E\} \) is contracting and let \( \{x_k\} \subseteq \mathbb{R}^d \) be such that \( \lim_{k \to \infty} |x_k| = \infty \). By virtue of Proposition 6.1.7, there exist sequences
\{r_k\} \subseteq (0, \infty) \text{ and } \{\eta_k\} \in \mathbb{S} \text{ for which } r_k^E\eta_k = x_k \text{ for all } k \text{ and } \lim_{k \to \infty} r_k = \infty. \text{ Given that } P \text{ is continuous and strictly positive on the compact set } \mathbb{S}, \text{ we have } \inf_{\eta \in \mathbb{S}} P(\eta) > 0 \text{ and therefore }

\liminf_{k} P(x_k) = \liminf_{k} r_k P(\eta_k) \geq \liminf_{k} r_k \left( \inf_{\eta \in \mathbb{S}} P(\eta) \right) = \infty

showing that \lim_{k \to \infty} P(x_k) = \infty, \text{ as desired.} //

(e) \Rightarrow (a). \text{ Because } S \text{ is the preimage of the closed singleton } \{1\} \text{ under the continuous function } P, \text{ it is closed. By virtue of Condition (e), } S \text{ is also be bounded and thus compact in view of the Heine-Borel theorem.} //

The characterizing Proposition 2.0.5 gives us the following definition.

\begin{definition}
Let } P : \mathbb{R}^d \to \mathbb{R} \text{ be continuous, positive definite and have } \operatorname{Exp}(P) \neq \emptyset. \text{ If any one (and hence all) of the equivalent conditions in Proposition 2.0.5 are fulfilled, we say that } P \text{ is positive homogeneous.}
\end{definition}

\textbf{Example 4.} \text{ For any } \alpha > 0, \text{ the } \alpha\text{-th-power of the Euclidean norm } x \mapsto |x|^\alpha \text{ is positive homogeneous. In this case, the unital level set } S \text{ is the standard unit sphere } S = S_1, B = B = B_1, \text{ and }

\operatorname{Exp}(| \cdot |^\alpha) = \frac{1}{\alpha} I + o(d)

where } I \text{ is the identity and } o(d) \text{ is the Lie algebra of the orthogonal group } O_d(\mathbb{R}) \text{ and is characterized by the set of skew-symmetric matrices.} \triangle

\textbf{Example 5.} \text{ In the language of L. Hörmander [13], consider a semi-elliptic polynomial of the form }

P(x) = \sum_{|\alpha: n|=1} a_\alpha x^\alpha, \quad (2.3)

where } n = (n_1, n_2, \ldots, n_d) \text{ is a } d\text{-tuple of positive even natural numbers}^1, \text{ and, for each multi-index } \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{N}^d,

|\alpha : n| := \sum_{k=1}^{d} \frac{\alpha_k}{n_k},

and

x^\alpha = \left( x^1 \right)^{\alpha_1} \left( x^2 \right)^{\alpha_2} \cdots \left( x^d \right)^{\alpha_d}

for } x = (x^1, x^2, \ldots, x^d) \in \mathbb{R}^d. \text{ If we consider } E \in \text{End}(\mathbb{R}^d) \text{ whose standard matrix representation is } \text{diag}(1/n_1, 1/n_2, \ldots, 1/n_d), \text{ we have }

P(r^E x) = \sum_{|\alpha: n|=1} a_\alpha \left( r^{1/n_1} x^1 \right)^{\alpha_1} \left( r^{1/n_2} x^2 \right)^{\alpha_2} \cdots \left( r^{1/n_d} x^d \right)^{\alpha_d} = \sum_{|\alpha: n|=1} a_\alpha r^{|\alpha: n|} x^\alpha = r P(x)

for all } x \in \mathbb{R}^d \text{ and } r > 0 \text{ and therefore } E \in \operatorname{Exp}(P). \text{ It is easy to see that } T_r = r^E \text{ is a contracting group and so we have the following statement by virtue of Proposition 2.0.5:}

\footnote{In Section 5.2, we will write this as } n = 2m \text{ for } m \in \mathbb{N}_+^d.
If a semi-elliptic polynomial $P(x)$ of the form (2.3) is positive definite, then it is positive homogeneous.

For two concrete examples, consider the polynomials $P_1$ and $P_2$ on $\mathbb{R}^2$ defined by

$$P_1(x,y) = x^2 + y^4 \quad \text{and} \quad P_2(x,y) = x^2 + \frac{3}{2} xy^2 + y^4$$

for $(x,y) \in \mathbb{R}^2$. It is straightforward to see that $P_1$ and $P_2$ are both positive definite and semi-elliptic of the form (2.3) with $n = (2, 4)$. Figure 2.1 illustrates $P_1$ and $P_2$ along with their associated unital level sets $S_1$ and $S_2$ and corresponding sets $B_1 = \{(x, y) \in \mathbb{R}^2 : P_1(x, y) < 1\}$ and $B_2 = \{(x, y) \in \mathbb{R}^2 : P_2(x, y) < 1\}$ written with a slight abuse of notation.

**Remark 1.** In [22], a positive homogeneous polynomial $P$ is, by definition, a complex-valued multivariate polynomial on $\mathbb{R}^d$ for which $\text{Exp}(P)$ contains an element of $\text{End}(\mathbb{R}^d)$ whose spectrum is purely real and for which $R = \text{Re} P$ is positive definite (see Proposition 2.0.7 below). By virtue of Proposition 2.2 of [22], for each such polynomial $P$ and $E \in \text{Exp}(P)$ with real spectrum, there exists $A \in \text{GL}(\mathbb{R}^d)$ (representing a change of basis of $\mathbb{R}^d$) and a $d$-tuple of even positive natural numbers $n = (n_1, n_2, \ldots, n_d) \in \mathbb{N}_+^d$ for
which \( A^{-1}EA \) has standard matrix representation \( \text{diag}(1/n_1, 1/n_2, \ldots, 1/n_d) \) and \((P \circ A)(x)\) is semi-elliptic of the form (2.3) with, in this case, complex coefficients. It follows that every real-valued positive homogeneous polynomial (in the sense of [22]) is a positive homogeneous function in the sense of the present article. Of course, the semi-elliptic polynomials discussed above are positive homogeneous polynomials in the sense of [22] where \( A = I \). We refer the reader to Section 7.3 of [22] which presents a real-valued positive homogeneous polynomial which is not semi-elliptic (and so \( A \neq I \)).

\[ \square \]

**Example 6.** Let \( Q \) be a positive homogeneous function with exponent set \( \text{Exp}(Q) \) and unital level set \( S_Q = \{ \eta : Q(\eta) = 1 \} \). Given any \( f \in C^0(S_Q) \) which is positive on \( S_Q \) and \( E \in \text{Exp}(Q) \), define \( P = P_{f,E,Q} : \mathbb{R}^d \to \mathbb{R} \) by

\[
P(x) = \begin{cases} 
Q(x)f((Q(x))^{-E}x) & x \neq 0 \\
0 & x = 0 
\end{cases}
\]

for \( x \in \mathbb{R}^d \). We claim that \( P \) is positive homogeneous and \( E \in \text{Exp}(P) \).

**Proof.** To see this, we first observe that, for any \( x \in \mathbb{R}^d \setminus \{0\} \), \( Q((Q(x))^{-E}x) = Q(x)/Q(x) = 1 \) and hence \( Q(x)^{-E}x \in S_Q \) and so the above formula makes sense and ensures that \( P \) is continuous on \( \mathbb{R}^d \setminus \{0\} \). Furthermore, because \( f \) is continuous and positive on the compact set \( S_Q \), we have \( 0 < \min_{S_Q} f \leq \max_{S_Q} f < \infty \). From this it follows that \( P \) is positive definite and, by virtue of the squeeze theorem, continuous at \( x = 0 \). For any \( r > 0 \) and \( x \in \mathbb{R}^d \), we have

\[
P(r^Ex) = Q(r^Ex)f(Q(r^Ex)^{-E}r^Ex) = rQ(x)f(Q(x)^{-E}x) = rP(x)
\]

and therefore \( E \in \text{Exp}(P) \). Upon noting that \{\( r^E \)\} is contracting by virtue of Proposition 2.0.5, we conclude that \( P \) is positive homogeneous. \( \square \)

The utility of this construction allows us to see that “most” positive homogeneous functions are not smooth. To see this, we fix a positive homogeneous function \( Q \in C^\infty(\mathbb{R}^d) \) and remark that \( S_Q \) is necessarily a compact smooth embedded hypersurface of \( \mathbb{R}^d \) (see Proposition 3.2.1). If \( P = P_{f,Q} \) is \( C^\infty(\mathbb{R}^d) \), \( P|_{S_Q} = f \) is necessarily \( C^\infty(S_Q) \). It follows that \( P \notin C^\infty(\mathbb{R}^d) \) whenever \( f \) is chosen from \( C^0(S_Q) \setminus C^\infty(S_Q) \). By precisely the same argument, we see that \( E \in C^0(\mathbb{R}^d) \setminus C^k(\mathbb{R}^d) \) whenever \( f \in C^0(S_Q) \setminus C^k(S_Q) \) for each \( k \in \mathbb{N}_+ \).

As a straightforward example, consider \( Q(x,y) = |(x,y)| = \sqrt{x^2 + y^2} \) on \( \mathbb{R}^2 \) with \( S_Q = S \) and define

\[
f(x,y) = w(\text{Arg}(x,y)) + 3
\]

where \( w : \mathbb{R} \to \mathbb{R} \) is defined by

\[
w(t) = \sum_{n=0}^{\infty} 2^{-n} \cos(3^n t)
\]

for \( t \in \mathbb{R} \). \( w \) is 2\( \pi \)-periodic version of the Weierstrass function. The resulting positive homogeneous function \( P \) is continuous but is nowhere differentiable. Figure 2.2 illustrates this function \( P \) alongside \( Q \), and together with their associated unital level sets. We note that \( S_P \neq S_Q \) and this is generally the case unless \( f \equiv 1 \).

\[ \square \]
Figure 2.2: The left column illustrates $P$’s graph and associated level set $S_P$ containing $B_P$. The right column illustrates $Q$’s graph and associated level set $S_Q$ containing $B_Q$.

In most situations when estimating convolution powers, we are working with a continuous, positive-definite $P$ and some $E \in \text{Exp}(P)$. To see if $P$ is a positive homogeneous function, we can check if the spectrum of $E$ is real. The following proposition captures this result.

**Proposition 2.0.7.** If $P$ is continuous, positive definite and $\text{Exp}(P)$ contains an $E \in \text{End}(\mathbb{R}^d)$ with real spectrum, then $\{r^E\}$ is contracting and hence all of the conditions in Proposition 2.0.5 are (simultaneously) met.

**Proof.** Since $\text{Spec}(E)$ is real, the characteristic polynomial of $E$ factors completely over $\mathbb{R}$ and so we may apply the Jordan-Chevalley decomposition to write $E = D + N$ where $D$ is diagonalizable, $N$ is nilpotent, and $DN = ND$. Let $v_1, v_2, \ldots, v_d \in \mathbb{R}^d$ be an eigenbasis of $D$ whose corresponding eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_d$ satisfy $\lambda_k \leq \lambda_{k+1}$ for all $k = 1, 2, \ldots, d - 1$.

Let us assume, to reach a contradiction, that $\{r^E\}$ is not contracting. Repeating the same
argument given in (b) ⇒ (c) in the proof of Proposition 2.0.5, leaves us with only one possibility: There is a non-zero \( x = \sum_{i=1}^{d} \alpha_i v_i \in \mathbb{R}^d \), and a sequence \( r_k \to 0 \) for which \( |r_k^E x| \to \infty \). Let \( n+1 \) denote the index of \( N \), then we have

\[
r_k^E x = r_k^{N+D} x = r_k^N r_k^D x = \sum_{j=0}^{n} \sum_{i=1}^{d} \frac{r_k^\lambda_i (\log r_k)^j}{j!} \alpha_i N^j v_i
\]

for all \( k \). Since \( |r_k^E x| \to \infty \) and \( r_k \to 0 \), at least one eigenvalue of \( D \) must be non-positive. To see this, suppose \( \lambda_i > 0 \) for all \( i = 1, 2, \ldots, d \), then in view of L'Hôpital's rule we have

\[
\lim_{r_k \to 0} (\log r_k)^j r_k^{\lambda_i} = 0
\]

for any \( j = 0, 1, 2, \ldots, n \) and \( i = 1, 2, \ldots, d \), which implies that \( |r_k^E x| \nrightarrow \infty \) as \( r_k \to 0 \), contradicting our assumption. Thus, \( \lambda_1 = \min\{\text{Spec}(D)\} \leq 0 \). Let \( k \) be such that \( N^k v_1 \neq 0 \) but \( N^{k+1} v_1 = 0 \), then

\[
r_k^E N^k v_1 = r_k^D r_k^N N^k v_1 = r_k^D \sum_{j=0}^{n} \frac{(\log r_k)^j}{j!} N^j N^k v_1 = r_k^D N^k v_1 = r_k^\lambda_1 N^k v_1
\]

where we have used the fact that \( DN = ND \). If \( \lambda_1 = 0 \), then

\[
\infty = \lim_{r \to \infty} rP(N^k v_1) = \lim_{r \to \infty} P(r^D r^N N^k v_1) = \lim_{r \to \infty} P(r^0 N^k v_1) = \lim_{r \to \infty} P(N^k v_1) = P(N^k v_1)
\]

which is impossible since \( P \) is continuous at \( N^k v_1 \). On the other hand, if \( \lambda_1 < 0 \), then

\[
\infty = \lim_{r \to \infty} rP(N^k v_1) = \lim_{r \to \infty} P(r^D r^N N^k v_1) = \lim_{r \to \infty} P(r^{\lambda_1} N^k v_1) = P(0) = 0
\]

which is also impossible. \( \square \)

Given a positive homogeneous function \( P \), let \( \text{Sym}(P) \) be the set of \( O \in \text{End}(\mathbb{R}^d) \) for which

\[
P(Ox) = P(x)
\]

for all \( x \in \mathbb{R}^d \). By virtue of the positive-definiteness of \( P \), it is easy to see that \( \text{Sym}(P) \) is a subgroup of \( \text{GL}(\mathbb{R}^d) \). For this reason, \( \text{Sym}(P) \) is said to be the symmetry group associated to \( P \). It turns out that \( \text{Sym}(P) \) is a subgroup of \( \text{SL}^+(\mathbb{R}^d) \), the group of matrices with determinant \( \pm 1 \). Later, we will show later that the measures of sufficiently nice sets on \( S \) are invariant under transformation by any element of \( \text{Sym}(P) \), as expected.

**Example 7.** In Example 4, \( \text{Sym}(|\cdot|^\alpha) \) is precisely the orthogonal group \( O_d(\mathbb{R}) \) and \( \mu_{|\cdot|^\alpha} = d/\alpha \).

In Example 5, the symmetric set of a semi-elliptic polynomial \( P \) of the form (2.3) depends on the specific nature of the polynomial in question. Concerning the polynomials \( P_1 \) and \( P_2 \) in that example, it is easily shown that \( \text{Sym}(P_1) \) is the four-element dihedral group \( D_2 \) and \( \text{Sym}(P_2) \) is the two-element group consisting of the identity and the transformation \( (x, y) \mapsto (x, -y) \). For a semi-elliptic polynomial \( P \) of the form (2.3),

\[
\mu_P = |1 : n| = \frac{1}{n_1} + \frac{1}{n_2} + \cdots + \frac{1}{n_d}
\]

and, in particular, \( \mu_{P_1} = \mu_{P_2} = 1/2 + 1/4 = 3/4 \). \( \triangle \)
Proposition 2.0.8. For each positive homogeneous function $P$, $\text{Sym}(P)$ is a compact subgroup of $\text{Gl}(\mathbb{R}^d)$. Further, it is a subgroup of $\text{SL}^+(\mathbb{R}^d)$.

Proof. By virtue of the Heine-Borel theorem (and the fact that $\text{Gl}(\mathbb{R}^d)$ is finite dimensional), we prove that $\text{Sym}(P)$ is closed and bounded. To this end, let $\{O_n\} \subseteq \text{Sym}(P)$ be a sequence converging to $O \in \text{Gl}(\mathbb{R}^d)$. For each $x \in \mathbb{R}^d$, the continuity of $P$ guarantees that

$$P(Ox) = P\left(\lim_{n \to \infty} O_n x\right) = \lim_{n \to \infty} P(O_n x) = \lim_{n \to \infty} P(x) = P(x).$$

Hence, $O \in \text{Sym}(P)$ and so $\text{Sym}(P)$ is closed.

We assume, to reach a contradiction, that $\text{Sym}(P)$ is not bounded. In this case, there is a sequence $\{\eta_n\} \subseteq S$ for which $\lim_{n \to \infty} |O_n \eta_n| = \infty$. Given that $S$ is compact, by passing to a subsequence if needed, we may assume without loss in generality that $\lim_{n \to \infty} \eta_n = \eta \in S$. By virtue of Proposition 2.0.5 and the continuity of $P$,

$$P(\eta) = \lim_{n \to \infty} P(\eta_n) = \lim_{n \to \infty} P(O_n \eta_n) = \infty$$

which is impossible. Hence $\text{Sym}(P)$ is bounded.

Now, we want to show that every element of $\text{Sym}(P)$ has determinant ±1. To this end, assume to reach a contradiction that this is not the case. By the homomorphism property of the determinant, there must exist some $O \in \text{Sym}(P)$ for which $|\det(O)| > 1$. Consider the sequence $\{O_n\} := \{O^n\} \subseteq \text{Sym}(P)$. Since $\text{Sym}(P)$ is compact, there exists a convergent subsequence $\{O_{n_k}\} \to O' \in \text{Sym}(P)$. It follows that

$$|\det(O')| = \lim_{n_k \to \infty} |\det(O)|^{n_k} = \infty,$$

which is impossible because this contradicts the continuity of the determinant. \hfill \Box

Remark 2. A stronger statement than the second part of Proposition 2.0.8 would be “$\text{Sym}(P)$ is conjugated to a subgroup of $O(\mathbb{R}^d)$.” However, Proposition 2.0.8 as it appears is sufficient for our purposes.

Corollary 2.0.9. Let $P$ be a positive homogeneous function, then for all $E, E' \in \text{Exp}(P)$,

$$\text{tr} E = \text{tr} E' > 0.$$

Proof. By virtue of Propositions 2.0.4 and 2.0.5, $\text{tr} E > 0$ for all $E \in \text{Exp}(P)$. It remains to show that the trace map is constant on $\text{Exp}(P)$. To this end, let $E, E' \in \text{Exp}(P)$. Then, for all $r > 0$ and $x \in \mathbb{R}^d$,

$$P(x) = r(1/r)P(x) = rP((1/r)E'x) = P(rE(1/r)E'x) = P(rE'r^{-E'}x).$$

Thus $O_r = rE'r^{-E'} \in \text{Sym}(P)$ for each $r > 0$. In view of the Propositions 6.1.1 and 2.0.8 and the homomorphism property of the determinant,

$$1 = |\det(O_r)| = |\det(rE'r^{-E'})| = |\det(rE) \det(r^{-E'})| = |r^{\text{tr} E - \text{tr} E'}| = r^{\text{tr} E - \text{tr} E'}$$

for all $r > 0$ and therefore $\text{tr} E = \text{tr} E'$. \hfill \Box
In view of the preceding corollary, to each positive homogeneous function $P$, we define the homogeneous order of $P$ to be the unique positive number $\mu_P$ for which

$$\mu_P = \text{tr } E$$

for all $E \in \text{Exp}(P)$.

We end this section by addressing a useful proposition which connects $\text{Exp}(P)$ and $\text{Sym}(P)$. Given $O \in \text{Sym}(P)$, we write

$$OF = \{O\eta : \eta \in F\}.$$

The following proposition will be useful when we show that the measure on $S$ (which we will construct from some $E \in \text{Exp}(P)$) is in fact independent of the choice of $E \in \text{Exp}(P)$. In other words, we will show that the measure is intrinsic to $P$.

**Proposition 2.0.10.** For any $O \in \text{Sym}(P)$

$$\text{Exp}(P) = O^{-1}\text{Exp}(P)O.$$

In other words, the set $\text{Exp}(P)$ is invariant under conjugation by $\text{Sym}(P)$.

*Proof.* Since $\text{Sym}(P)$ is a subgroup of $\text{SL}^\pm(\mathbb{R}^d)$, for $O \in \text{Sym}(P)$ and $E \in \text{Exp}(P)$, we have $O^{-1} \in \text{Sym}(P)$ and therefore

$$P(r^{O^{-1}EO}x) = P(O^{-1}r^EOx) = P(r^EOx) = rP(Ox) = rP(x),$$

for all $r > 0$ and $x \in \mathbb{R}^d$. Thus, $O^{-1}\text{Exp}(P)O \subseteq \text{Exp}(P)$. Moreover, any $E \in \text{Exp}(P)$ can be written as $O^{-1}(OEO^{-1})O$, where $OEO^{-1} \in \text{Exp}(P)$ because

$$P(r^{OEO^{-1}}x) = P(O^{rEO^{-1}}x) = P(r^EO^{-1}x) = rP(O^{-1}x) = rP(x).$$

Thus, $\text{Exp}(P) \subseteq O^{-1}\text{Exp}(P)O$, and hence $\text{Exp}(P) = O^{-1}\text{Exp}(P)O$ as desired. \(\square\)

### 2.1 Subhomogeneous Functions

In this section, we introduce the notions of subhomogeneous functions and strongly subhomogeneous functions with respect to a given endomorphism $E \in \text{End}(\mathbb{R}^d)$. As briefly discussed in the beginning of this chapter, these functions show up in the Taylor expansion of $\Gamma$ and play an important role in estimating $|\phi^{(n)}|$ using the Van der Corput lemma. Roughly speaking, for some $E \in \text{End}(\mathbb{R}^d)$, a sufficiently nice function $Q : \mathbb{R}^d \to \mathbb{C}$ is said to be subhomogeneous with respect to $E$ if $Q(r^E \xi) = o(r)$ as $r \to 0$. If $|\partial_r Q(r^E \xi)| = o(1)$ as $r \to 0$, then $Q$ is said to be strongly subhomogeneous with respect to $E$. It is then straightforward to use the mean value theorem to show that strong subhomogeneity implies subhomogeneity. The following definition and proposition make precise these ideas.
Definition 2.1.1. Let \( Q \) be a continuous and complex-valued function defined on an open neighborhood \( O \) of 0 in \( \mathbb{R}^d \) and let \( E \in \text{End}(\mathbb{R}^d) \) be such that \( \{r^E\} \) is a contracting group.

1. We say that \( Q \) is **subhomogeneous with respect to** \( E \) if, for each \( \epsilon > 0 \) and compact set \( K \subseteq \mathbb{R}^d \), there is a \( \delta > 0 \) for which 
\[
|Q(r^E \xi)| \leq \epsilon r
\]
for all \( 0 < r < \delta \) and \( \xi \in K \).

2. Given \( k \geq 1 \), we say that \( Q \) is **strongly subhomogeneous with respect to** \( E \) of order \( k \) if 
\[ Q \in C^k(O) \]
and, for each \( \epsilon > 0 \) and compact set \( K \subseteq \mathbb{R}^d \), there is a \( \delta > 0 \) for which 
\[
|r^j \partial^j Q(r^E \xi)| \leq \epsilon r
\]
for all \( j = 1, 2, \ldots, k \), \( 0 < r < \delta \) and \( \xi \in K \).

When the endomorphism \( E \) is fixed, we will say that \( Q \) is subhomogeneous if it is subhomogeneous with respect to \( E \). Also, we will say that \( Q \) is \( k \)-strongly subhomogeneous if it is strongly subhomogeneous with respect to \( E \) of order \( k \).

The following proposition, in particular, justifies our choice of vocabulary and give credence to the interpretation that \( 0 \)-strongly subhomogeneous is synonymous with subhomogeneous.

**Proposition 2.1.2.** Let \( Q \) be differentiable on an open neighborhood of 0 in \( \mathbb{R}^d \) and let \( E \in \text{End}(\mathbb{R}^d) \) be such that \( \{r^E\} \) is a contracting group. If, for some \( k \geq 1 \), \( Q \) is strongly subhomogeneous with respect to \( E \) of order \( k \) and \( Q(0) = 0 \), then \( Q \) is subhomogeneous with respect to \( E \).

**Proof.** Let \( \epsilon > 0 \) and \( K \) be a compact set. In view of our supposition that \( Q \) is strongly subhomogeneous with respect to \( E \) or order \( k \), let \( \delta > 0 \) be given so that 
\[
|r\partial_r Q(r^E \xi)| \leq \epsilon r
\]
for all \( \xi \in K \) and \( 0 < r < \delta \). Given that \( r^E \) is a contracting group and \( Q(0) = 0 \), it follows that, for each \( \xi \in K \), 
\[
f_{\xi}(r) = \begin{cases} 
Q(r^E \xi) & 0 < r < \delta \\
0 & r = 0
\end{cases}
\]
is differentiable on \( (0, \delta) \) and continuous on \( [0, \delta) \), for each \( \xi \in K \). Consequently, for every \( 0 < r < \delta \) and \( \xi \in K \), the mean value theorem guarantees a \( c = c_{\xi, r} \in (0, r) \) for which
\[
|f_{\xi}(r) - f_{\xi}(0)| \leq r |f'_{\xi}(c)| = r \left| \partial_r Q(r^E \xi) \right|_{r=c} \leq \epsilon r.
\]
Consequently, for all \( 0 < r < \delta \) and \( \xi \in K \),
\[
|Q(r^E \xi)| = |f_{\xi}(r) - f_{\xi}(0)| \leq \epsilon r.
\]
When estimating convolution powers, we are often presented with a $Q$ that is (strongly) subhomogeneous with respect to some $G = E/k \in \text{End} (\mathbb{R}^d)$ where $k > 0$ and $E$ belongs to the exponent of some positive homogeneous or imaginary-homogeneous function $P$. It is then useful to characterize how the notions of subhomogeneity and strong homogeneity with respect to $E/k$ depend on $k$.

**Proposition 2.1.3.** Let $P$ be positive homogeneous and $	ilde{P}$ be complex-valued and continuous on a neighborhood of 0 in $\mathbb{R}^d$. The following are equivalent:

(a) $\tilde{P}(\xi) = o(P(\xi))$ as $\xi \to 0$.

(b) For every $E \in \text{Exp}(P)$, $\tilde{P}$ is subhomogeneous with respect to $E$.

(c) There exists $E \in \text{Exp}(P)$ for which $\tilde{P}$ is subhomogeneous with respect to $E$.

**Proof.** (a) $\Rightarrow$ (b). Let $\epsilon > 0$, $K$ be a compact set and choose $E \in \text{Exp}(P)$. Given our supposition that $\tilde{P}(\xi) = o(P(\xi))$ as $\xi \to 0$, we can find an open neighborhood $O$ of 0 for which

$$|\tilde{P}(\xi)| \leq \frac{\epsilon}{1 + \sup_{\eta \in K} P(\eta)} P(\xi)$$

for all $\xi \in O$. Now, because $r^E$ is contracting in view of Proposition 2.0.5, we can find a $\delta > 0$ for which $r^E \xi \in O$ for all $0 < r < \delta$ and $\xi \in K$ by virtue of Proposition 6.1.8. Consequently, for all $0 < r < \delta$ and $\xi \in K$,

$$|\tilde{P}(r^E \xi)| \leq \frac{\epsilon}{1 + \sup_{\eta \in K} P(\eta)} P(r^E \xi) = \epsilon r \frac{P(\xi)}{1 + \sup_{\eta \in K} P(\eta)} \leq r \epsilon.$$ 

(b) $\Rightarrow$ (c). This implication is trivial.

(c) $\Rightarrow$ (a). Let $\epsilon > 0$. Choose $E \in \text{Exp}(P)$ and let $S = \{\eta \in \mathbb{R}^d : P(\eta) = 1\}$. Using the supposition that $\tilde{P}$ is subhomogeneous with respect to $E$, we may choose $\delta > 0$ for which

$$|\tilde{P}(r^E \eta)| \leq \epsilon r$$

for all $0 < r < \delta$ and $\eta \in S$. We remark that, in view of the continuity of $\tilde{P}$ and the fact that $r^E$ is contracting, this inequality ensures that $\tilde{P}(0) = 0$. We fix $O$ to be the open set $B_\delta = \{\xi \in \mathbb{R}^d : P(\xi) < \delta\}$. For each non-zero $\xi \in O$, we observe that $\xi = r^E \eta$ where $0 < r = P(\xi) < \delta$ and $\eta = P(\xi)^{-E} \xi \in S$ and therefore

$$|\tilde{P}(\xi)| = |\tilde{P}(r^E \eta)| \leq r \epsilon = \epsilon P(\xi)$$

If $\xi = 0$, obviously, $|\tilde{P}(\xi)| = 0 = \epsilon P(0) = \epsilon P(\xi)$. Thus, for all $\xi \in O$,

$$|\tilde{P}(\xi)| \leq \epsilon P(\xi),$$

as desired.
Proposition 2.1.4. Let $E \in \text{End}(\mathbb{R}^d)$ be for which $\{r^E\}$ is contracting and suppose that $Q$ is strongly subhomogeneous with respect to $E$ of order 2. Given $\alpha > 0$, set $F = \alpha E$. Then, for any $\epsilon > 0$ and compact set $K$,

$$|\theta \partial_\theta Q(\theta^E \eta)| \leq \epsilon \theta^\alpha$$

and

$$|\theta^2 \partial^2_\theta Q(\theta^E \eta)| \leq \epsilon \theta^\alpha$$

for all $0 < \theta \leq \delta^{1/\alpha}$ and $\eta \in K$.

Proof. Let $\epsilon > 0$ and $K \subseteq \mathbb{R}^d$ be a compact set. By virtue of the strong subhomogeneity of $Q$, let $\delta > 0$ be such that

$$|r \partial_r Q(r^E \eta)| \leq \epsilon' r$$

for $0 < r < \delta$ and $\eta \in K$ where $\epsilon' = \epsilon/(2\alpha^2 + \alpha)$. We set $r = \theta^0$ so that $r^E = \theta^F$ and observe that

$$|\theta \partial_\theta Q(\theta^E \eta)| = |\theta \partial_r Q(r^E \eta) \frac{\partial r}{\partial \theta}| = |\theta \partial_r Q(r^E \eta) \alpha \theta^{\alpha - 1}| = \alpha r|\partial_r Q(r^E \eta)| < \alpha \epsilon' < \epsilon \theta^\alpha$$

for all $0 < \theta \leq \delta^{1/\alpha}$ and $\eta \in K$. Further, we have

$$|\theta^2 \partial^2_\theta Q(\theta^E \eta)| = |\theta^2 \partial_r^2 Q(r^E \eta) \left(\frac{\partial r}{\partial \theta}\right)^2 + \partial_r Q(r^E \eta) \frac{\partial^2 r}{\partial \theta^2}|$$

$$= |\theta^2 \partial_r^2 Q(r^E \eta)\alpha^2 \theta^{2\alpha - 2} + \partial_r Q(r^E \eta) \alpha (\alpha - 1) \theta^{\alpha - 2}|$$

$$\leq \alpha^2 |r^2 Q(r^E \eta)| + |\alpha (\alpha - 1)| |r \partial_r Q(r^E \eta)|$$

$$< \alpha^2 \epsilon' \theta + |\alpha^2 - \alpha| \epsilon' r$$

$$< \epsilon \theta^\alpha$$

for all $0 < \theta < \delta^{1/\alpha}$ and $\eta \in K$. \qed
Chapter 3

A generalized polar integration formula

In this chapter, we obtain our generalized polar integration formula from two perspectives: measure theory and smooth-manifold theory. In Subsection 3.1.1, we construct a measure on the unital level set of a positive homogeneous function. Our construction only uses results from point-set topology and measure theory and this measure will appear later as the surface measure which appears in our generalization of the polar coordinate integration formula. In a later section (Section 3.2), we will consider the case in which the positive homogeneous function is smooth and, in this case, we will find that its unital level set is a smooth hypersurface of \( \mathbb{R}^d \) and the measure constructed in Subsection 3.1.1 is characterized by a smooth \( d-1 \) form which related to the canonical Riemann volume form. This chapter is essentially Section 4 of [5].

To start, we let a positive homogeneous function \( P \) on \( \mathbb{R}^d \) be fixed with homogeneous order \( \mu_P \), exponent set \( \text{Exp}(P) \), and symmetry group \( \text{Sym}(P) \). Let \( \mathcal{M}_d \) denote the Lebesgue \( \sigma \)-algebra on \( \mathbb{R}^d \setminus \{0\} \) and \( m \) the Lebesgue measure. We take the unital level set \( S = \{ \eta \in \mathbb{R}^d : P(\eta) = 1 \} \) to be equipped with the relative topology inherited from \( \mathbb{R}^d \) and \( (0, \infty) \times S \) with the product topology, where \( (0, \infty) \) carries the usual topology on \( \mathbb{R} \). Let \( \mathcal{B}(S) \) denote the \( \sigma \)-algebra on \( S \). We denote by \( \mathcal{L} = \mathcal{L}(0,1) \) the \( \sigma \)-algebra of Lebesgue measurable sets on \( (0, \infty) \) and let \( \lambda_P \) be the \( \sigma \)-finite measure on \( ((0, \infty), \mathcal{L}) \) with \( \lambda_P(dr) = r^{\mu_P-1} \, dr \). For basic notions of measure theory, the reader is encouraged to refer to [4], [26]. For selected definitions and theorems from measure theory, see [11] and [26].

3.1 A surface measure on \( S \)

Our main result of this section is as follows.

Theorem 3.1.1. There exists a \( \sigma \)-algebra \( \Sigma \) on \( S \) containing \( \mathcal{B}(S) \) and a finite Radon measure \( \sigma_P \) on \( (S, \Sigma) \) which satisfies the following properties:

1. \( (S, \Sigma, \sigma_P) \) is the completion of \( (S, \mathcal{B}(S), \sigma_P) \). In particular, \( (S, \Sigma, \sigma_P) \) is a complete measure space.

2. For any \( F \in \Sigma_P \) and \( O \in \text{Sym}(P) \), \( OF \in \Sigma_P \) and \( \sigma_P(OF) = \sigma_P(F) \).
3. For any $F \in \Sigma$ and $E \in \text{Exp}(P)$,

$$\widetilde{F}_E := \bigcup_{0 < r < 1} (r^E F) = \left\{ r^E \eta \in \mathbb{R}^d \setminus \{0\} : 0 < r < 1, \eta \in F \right\}$$

is a Lebesgue measurable subset of $\mathbb{R}^d \setminus \{0\}$, i.e., $\widetilde{F}_E \in \mathcal{M}_d$, and

$$\sigma_P(F) = \mu_P \cdot m\left(\widetilde{F}_E\right)$$

where $m$ denotes the Lebesgue measure on $\mathbb{R}^d$.

Further, denote by $((0, \infty) \times S, (\mathcal{L} \times \Sigma)', \lambda_P \times \sigma_P)$ the completion of the product measure space $((0, \infty) \times S, \mathcal{L} \times \Sigma, \lambda_P \times \sigma_P)$. We have

1. Given any $E \in \text{Exp}(P)$, the map $\psi_E : (0, \infty) \times S \to \mathbb{R}^d \setminus \{0\}$, defined by $\psi_E(r, \eta) = r^E \eta$ for $r > 0$ and $\eta \in S$, is a point isomorphism of the measure spaces $((0, \infty) \times S, (\mathcal{L} \times \Sigma)', \lambda_P \times \sigma_P)$ and $(\mathbb{R}^d \setminus \{0\}, \mathcal{M}_d, m)$. That is

$$\mathcal{M}_d = \left\{ A \subseteq \mathbb{R}^d \setminus \{0\} : \psi_E^{-1}(A) \in (\mathcal{L} \times \Sigma)' \right\}$$

and, for each $A \in \mathcal{M}_d$, $m(A) = (\lambda_P \times \sigma_P)(\psi_E^{-1}(A))$.

2. Given any Lebesgue measurable function $f : \mathbb{R}^d \to \mathbb{C}$ and $E \in \text{Exp}(P)$, $f \circ \psi_E$ is $(\mathcal{L} \times \Sigma)'$-measurable and the following statements hold:

(a) If $f \geq 0$, then

$$\int_{\mathbb{R}^d} f(x) \, dx = \int_0^\infty \left( \int_S f(r^E \eta) \sigma_P(d\eta) \right) r^{\mu_P - 1} \, dr$$

$$= \int_S \left( \int_0^\infty f(r^E \eta) r^{\mu_P - 1} \, dr \right) \sigma_P(d\eta).$$

(b) When $f$ is complex-valued, we have

$$f \in L^1(\mathbb{R}^d) \text{ if and only if } f \circ \psi_E \in L^1((0, \infty) \times S, (\mathcal{L} \times \Sigma)', \lambda_P \times \sigma_P)$$

and, in this case, (3.1) holds.

From this theorem we have a useful corollary.

**Corollary 3.1.2.** Given $g : S \to \mathbb{C}$ and $E \in \text{Exp}(P)$, define $f : \mathbb{R}^d \to \mathbb{C}$ by

$$f(x) = \begin{cases} 
\mu_P \cdot \chi_{(0,1)}(P(x)) g(P(x)^{-E} x) & \text{for } x \neq 0 \\
0 & \text{for } x = 0
\end{cases}$$
for $x \in \mathbb{R}^d$ where $\chi_{(0,1)}(\cdot)$ is the indicator function of the interval $(0,1)$. Then $g \in L^1(S, \Sigma_P, \sigma_P)$ if and only if $f \in L^1(\mathbb{R}^d)$ and, in this case,

$$
\int_{\mathbb{R}^d} f(x) \, dx = \int_S g(\eta) \sigma_P(d\eta).
$$

(3.2)

Proof. Observe that, for the $(\mathcal{L} \times \Sigma_P)'$-measurable function $k(r, \eta) = \chi_{(0,1)}(r)g(\eta)$,

$$
k \circ \psi^{-1}_E(x) = k(P(x), P(x)^{-E}x) = f(x)
$$

for $x \in \mathbb{R}^d \setminus \{0\}$. By virtue of Theorem 3.1.1, it follows that $f$ is Lebesgue measurable and

$$
\int_{\mathbb{R}^d} |f(x)| \, dx = \int_S \left( \int_{(0,\infty)} |k(r, \eta)|r^{\mu_P-1} \, dr \right) \sigma_P(d\eta)
$$

$$
= \left( \int_S |g(\eta)| \sigma_P(d\eta) \right) \left( \int_0^1 \mu_P r^{\mu_P-1} \, dr \right)
$$

$$
= \int_S |g(\eta)| \sigma_P(d\eta)
$$

and therefore $f \in L^1(\mathbb{R}^d)$ if and only if $g \in L^1(S, \Sigma_P, \sigma_P)$ and $\|f\|_{L^1(\mathbb{R}^d)} = \|g\|_{L^1(S)}$. By an analogous computation (for $f$ instead of $|f|$), we have

$$
\int_{\mathbb{R}^d} f(x) \, dx = \int_S g(\eta) \sigma_P(d\eta),
$$

by virtue of Property 2 of Theorem 3.1.1. □

Our construction of $\sigma_P$ is as follows. In Subsection 3.1.1, we fix $E \in \text{Exp}(P)$ and consider the one-parameter contracting group $\{r^E\}$. As the standard isotropic one-parameter group $r \mapsto rI = r^I$ is well-fitted to the unit sphere $S$ and allows every non-zero $x \in \mathbb{R}^d$ to be written uniquely as $x = r\eta$ for $r \in (0,\infty)$ and $\eta \in S$, $\{r^E\}$ is well-fitted to $S$ and has the property that every non-zero $x \in \mathbb{R}^d$ can be written uniquely as $x = r^E\eta$ where $r \in (0,\infty)$ and $\eta \in S$. With this one-parameter group as a tool, we define a surface-carried measure $\sigma_{P,E}$ on $S$ by taking sufficiently nice sets $F \subseteq S$, stretching them into a quasi-conical region of the associated “ball” $B$ with the contracting group $\{r^E\}$, and computing the Lebesgue measure of the result. Figure 3.1 illustrates the action of $r^E$ for $r \in (0,1)$ on a set $F$ (red) in $S$ (blue) to create the set $\tilde{F}$. Here, we choose $P(x,y) = x^2 + 3xy^2/2 + y^4$ and $E = \text{diag}(1/2, 1/4)$. Figure 3.2 illustrates a different example with $P(x,y,z) = x^2 + xy^2 + y^4 + z^4$.

In Subsection 3.1.2, we turn our focus to an associated product measure $\lambda_P \times \sigma_{P,E}$ on $(0,\infty) \times S$ with which we are able to formulate and prove a generalization of (1.1); this is Theorem 3.1.8. We then derive a number of corollaries of Theorem 3.1.8, including the result that $\sigma_{P,E}$ is a Radon measure on $S$. In Subsection 3.1.3, we prove that even though Subsections 3.1.1 and 3.1.2 require a choice of $E \in \text{Exp}(P), \sigma_{P,E}$ is independent of the choice of $E \in \text{Exp}(P)$, and so we write $\sigma_P = \sigma_{P,E}$ and this quickly yields a stronger version of Theorem 3.1.8, which is Theorem 3.1.1.

### 3.1.1 Construction of $\sigma_{P,E}$

Let $E \in \text{Exp}(P)$. Define $\psi_E : (0,\infty) \times S \to \mathbb{R}^d \setminus \{0\}$ by

$$
\psi_E(r, \eta) = r^E \eta
$$

(3.3)
for $r > 0$ and $\eta \in S$. As $\psi_E$ is the restriction of the continuous function $(0, \infty) \times \mathbb{R}^d \ni (r, x) \mapsto r^E x \in \mathbb{R}^d$ to $(0, \infty) \times S$, it is necessarily continuous. We now show that $\psi_E$ is a homeomorphism. This will be particularly useful later on when we are required to regularly “move” back and forth between $\mathbb{R}^d \setminus \{0\}$ and $(0, \infty) \times S$. 
We now show that this is a \( \sigma \)-algebra for all \( x \).

Proof. Given that \( P \) is continuous and positive definite, \( P(x) > 0 \) for each \( x \in \mathbb{R}^d \setminus \{0\} \) and the map \( \mathbb{R}^d \setminus \{0\} \ni x \mapsto (P(x))^{-E}x \in \mathbb{R}^d \) is continuous. Further, in view of the homogeneity of \( P \),

\[
P \left( (P(x))^{-E}x \right) = P(x)^{-1}P(x) = 1
\]

for all \( x \in \mathbb{R}^d \setminus \{0\} \). It follows from these two observations that

\[
\rho(x) = (P(x), (P(x))^{-E}x),
\]

defined for \( x \in \mathbb{R}^d \setminus \{0\} \), is a continuous function taking \( \mathbb{R}^d \setminus \{0\} \) into \((0, \infty) \times S \). We have

\[
(\psi_E \circ \rho)(x) = \psi_E(P(x), (P(x))^{-E}x) = (P(x))^E(P(x))^{-E}x = x
\]

for every \( x \in \mathbb{R}^d \setminus \{0\} \) and

\[
(\rho \circ \psi_E)(r, \eta) = \rho(r^E \eta) = (P(r^E \eta), (P(r^E \eta))^{-E}(r^E \eta)) = (rP(\eta), (rP(\eta))^{-E}(r^E \eta)) = (r, \eta)
\]

for every \((r, \eta) \in (0, \infty) \times S \). Thus \( \rho \) is a (continuous) inverse for \( \psi_E \) and so it follows that \( \psi_E \) is a homeomorphism and \( \rho = \psi_E^{-1} \).

As in the statement of Theorem 3.1.1, for each \( F \subseteq S \), define

\[
\tilde{F}_E = \bigcup_{0 < r < 1} (r^E F) = \{r^E \eta : 0 < r < 1, \eta \in F\},
\]

which we can identify as a quasi-conical region discussed in the previous chapter. Next, we let \( \Sigma_{P,E} \) be the collection of subsets \( F \) of \( S \) for which \( \tilde{F}_E \in \mathcal{M}_d \), i.e.,

\[
\Sigma_{P,E} = \{F \subseteq S : \tilde{F}_E \in \mathcal{M}_d\}.
\]

We now show that this is a \( \sigma \)-algebra \( \Sigma_{P,E} \) on \( S \).

**Proposition 3.1.4.** \( \Sigma_{P,E} \) is a \( \sigma \)-algebra on \( S \) containing the Borel \( \sigma \)-algebra on \( S \), \( \mathcal{B}(S) \).

Proof. Throughout the proof, we write \( \Sigma = \Sigma_{P,E} \) and \( \tilde{F} = \tilde{F}_E \) for each \( F \subseteq S \). We first show that \( \Sigma \) is a \( \sigma \)-algebra. Since \( \tilde{S} = B \setminus \{0\} \), it is open in \( \mathbb{R}^d \setminus \{0\} \) and therefore Lebesgue measurable. Hence \( S \in \Sigma \). Let \( G, F \in \Sigma \) be such that \( G \subseteq F \). Then,

\[
\tilde{F} \setminus G = \bigcup_{0 < r < 1} r^E (F \setminus G) = \bigcup_{0 < r < 1} (r^E F \setminus r^E G) = \left( \bigcup_{0 < r < 1} r^E F \right) \setminus \left( \bigcup_{0 < r < 1} r^E G \right) = \tilde{F} \setminus \tilde{G}
\]
where we have used the fact that the collection \( \{ r^E F \}_{0 < r < 1} \) is mutually disjoint to pass the union through the set difference. Consequently \( \tilde{F} \setminus \tilde{G} \) is Lebesgue measurable and therefore \( F \setminus G \in \Sigma \).

Now, given a countable collection \( \{ F_n \} \subseteq \Sigma \), observe that

\[
\bigcup_{n=1}^{\infty} F_n = \bigcup_{0 < r < 1} r^E \left( \bigcup_{n=1}^{\infty} F_n \right) = \bigcup_{0 < r < 1} \bigcup_{n=1}^{\infty} r^E F_n = \bigcup_{n=1}^{\infty} \bigcup_{0 < r < 1} r^E F_n = \bigcup_{n=1}^{\infty} \tilde{F}_n \in M_d
\]

whence \( \cup_n F_n \in \Sigma \). Thus \( \Sigma \) is a \( \sigma \)-algebra.

Finally, we show that

\[
B(S) \subseteq \Sigma.
\]

As the Borel \( \sigma \)-algebra is the smallest \( \sigma \)-algebra containing the open subsets of \( S \), it suffices to show that \( \mathcal{O} \subseteq \Sigma \) whenever \( \mathcal{O} \) is open in \( S \). Armed with Proposition 3.1.3, this is an easy task: Given an open set \( \mathcal{O} \subseteq S \), observe that

\[
\tilde{\mathcal{O}} = \{ r^E \eta : 0 < r < 1, \eta \in \mathcal{O} \} = \psi_E((0, 1) \times \mathcal{O}).
\]

Upon noting that \( (0, 1) \times \mathcal{O} \) is an open subset of \( (0, \infty) \times S \), Proposition 3.1.3 guarantees that \( \tilde{\mathcal{O}} = \psi_E((0, 1) \times \mathcal{O}) \subseteq \mathbb{R}^d \setminus \{0\} \) is open and therefore \( \tilde{\mathcal{O}} \in M_d \). Thus, \( \mathcal{O} \in \Sigma \).

With the \( \sigma \)-algebra \( \Sigma_{P,E} \), we now specify a measure on the measurable space \( (S, \Sigma_{P,E}) \). For each \( F \in \Sigma_{P,E} \), define \( \sigma_{P,E} : \Sigma_{P,E} \to [0, \infty) \) by

\[
\sigma_{P,E}(F) = \mu_P \cdot m(\tilde{F}_E)
\]

where \( m \) is the Lebesgue measure on \( \mathbb{R}^d \) and \( \mu_P = \text{tr} E > 0 \) is the homogeneous order associated to \( P \).

---

**Proposition 3.1.5.** \( \sigma_{P,E} \) is a finite measure on \( (S, \Sigma_{P,E}) \).

**Proof.** Throughout the proof, we will write \( \sigma = \sigma_{P,E}, \Sigma = \Sigma_{P,E}, \) and, \( \tilde{F} = \tilde{F}_E \) for each \( F \subseteq S \). It is clear that \( \sigma \) is non-negative and \( \sigma(\emptyset) = 0 \). Let \( \{ F_n \}_{n=1}^{\infty} \subseteq \Sigma \) be a mutually disjoint collection. We claim that \( \{ \tilde{F}_n \}_{n=1}^{\infty} \subseteq M_d \) is also a mutually disjoint collection. To see this, suppose that \( x = r^E_n \eta_n = r^E_m \eta_m \in F_n \cap F_m \), where \( r_n, r_m \in (0, 1), \eta_n \in F_n, \) and \( \eta_m \in F_m \). Then

\[
r_n = P(r^E_n \eta_n) = P(x) = P(r^E_m \eta_m) = r_m,
\]

implying that \( \eta_n = r_m \eta_m \in F_n \cap F_m \). Because \( \{ F_n \}_{n=1}^{\infty} \) is mutually disjoint, we must have \( n = m \) which verifies our claim. By virtue of the countable additivity of Lebesgue measure, we therefore have

\[
\sigma \left( \bigcup_{n=1}^{\infty} F_n \right) = \mu_P \cdot m \left( \bigcup_{n=1}^{\infty} F_n \right) = \mu_P \cdot m \left( \bigcup_{n=1}^{\infty} \tilde{F}_n \right) = \mu_P \sum_{n=1}^{\infty} m(\tilde{F}_n) = \sum_{n=1}^{\infty} \sigma(F_n).
\]

Therefore \( \sigma \) is a measure on \( (S, \Sigma) \). In view of Condition (b) of Proposition 2.0.5, \( \tilde{S} = B \setminus \{0\} \) is a bounded subset of \( \mathbb{R}^d \setminus \{0\} \) and hence \( \sigma(S) = \mu_P \cdot m(B \setminus \{0\}) < \infty \) showing that \( \sigma \) is finite. \( \square \)
Corollary 3.1.6. By virtue of the two preceding propositions, $\sigma_{P,E}$ is a finite Borel measure on $S$.

3.1.2 Product Measure and Point Isomorphism

So far, we have only worked with a surface-carried measure $\sigma_{P,E}$ on $S$. To obtain the full polar-coordinate integration formula in 3.1.1, we need to construct a product measure that combines the surface measure $\sigma_{P,E}$ on the unital level set $S$ and the radial measure $\lambda_P$ on $\mathbb{R}$ to obtain a “volume” measure. Once we have the product measure, we shall use Fubini’s theorem, stated below for complete (product) measure spaces, to obtain our main result for this section.

To start, let $(S, \Sigma_{P,E}, \sigma_{P,E})$ denote the finite measure space of Proposition 3.1.5. Recall that $\mathcal{L}$ denotes the $\sigma$-algebra of Lebesgue measurable subsets of $(0, \infty)$ and $\lambda_P$ denotes the measure on $(0, \infty)$ with $\lambda_P(dr) = r^{\mu_P-1}dr$, i.e., for each $L \in \mathcal{L}$,

$$
\lambda_P(L) = \int_0^\infty \chi_L(r) r^{\mu_P-1} dr.
$$

It is easy to see that $\lambda_P$ is $\sigma$-finite and so, in view of the finiteness of the measure $\sigma_{P,E}$, there exists a unique product measure $\lambda_P \times \sigma_{P,E}$ on $(0, \infty) \times S$ equipped with the product $\sigma$-algebra $\mathcal{L} \times \Sigma_{P,E}$ which satisfies

$$(\lambda_P \times \sigma_{P,E})(L \times F) = \lambda_P(L) \sigma_{P,E}(F)$$

for all $L \in \mathcal{L}$ and $F \in \Sigma_{P,E}$. We shall denote by $((0, \infty) \times S, (\mathcal{L} \times \Sigma_{P,E})', \lambda_P \times \sigma_{P,E})$ the completion of the measure space $((0, \infty) \times S, \mathcal{L} \times \Sigma_{P,E}, \lambda_P \times \sigma_P)$. With this, we state (without proving) the following Fubini-Tonelli theorem associated to $\lambda_P \times \sigma_{P,E}$, which combines the results of the Fubini-Tonelli Theorem and the “measurable slice” theorem (see [11]). This allows us to exchange the order of integration, which is crucial for future applications.

Theorem 3.1.7 (Analogous to Theorem 8.12 of [24]). Let $g : (0, \infty) \times S \to \mathbb{C}$ be $(\mathcal{L} \times \Sigma_{P,E})'$-measurable. For each $r \in (0, \infty)$, define $g^r : S \to \mathbb{C}$ by $g^r(\eta) = g(r, \eta)$ for $\eta \in S$ and, for each $\eta \in S$, define $g_\eta : (0, \infty) \to \mathbb{C}$ by $g_\eta(r) = g(r, \eta)$ for $r \in (0, \infty)$.

1. For $\lambda_P$-almost every $r$, $g^r$ is $\Sigma_{P,E}$-measurable and, for $\sigma_{P,E}$-almost every $\eta$, $g_\eta$ is $\mathcal{L}$-measurable.

2. If $g \geq 0$, then:

   (a) For $\lambda_P$-almost every $r$,
   $$
   H(r) = \int_S g^r(\eta) \sigma_{P,E}(d\eta)
   $$
   exists as a non-negative extended real number.

   (b) For $\sigma_{P,E}$-almost every $\eta$,
   $$
   G(\eta) = \int_0^\infty g_\eta(r) r^{\mu_P-1} dr
   $$
   exists as a non-negative extended real number.
Our primary goal in this subsection is to prove the theorem below, which is a slightly more special statement of the second half of Theorem 3.1.1.

**Theorem 3.1.8.** Let \(((0, \infty) \times S, (\mathcal{L} \times \Sigma_{P,E})', \lambda_P \times \sigma_{P,E})\) be as above.

1. The map \(\psi_E : (0, \infty) \times S \rightarrow \mathbb{R}^d \setminus \{0\}\), defined by (3.3), is a point isomorphism of the measure spaces \(((0, \infty) \times S, (\mathcal{L} \times \Sigma_{P,E})', \lambda_P \times \sigma_{P,E})\) and \((\mathbb{R}^d \setminus \{0\}, \mathcal{M}_d, m)\). That is
\[
\mathcal{M}_d = \{ A \subseteq \mathbb{R}^d \setminus \{0\} : \psi_E^{-1}(A) \in (\mathcal{L} \times \Sigma_{P,E})' \}
\]
and, for each \(A \in \mathcal{M}_d\),
\[
m(A) = (\lambda_P \times \sigma_{P,E})(\psi_E^{-1}(A)).
\]

2. If \(f : \mathbb{R}^d \rightarrow \mathbb{C}\) is Lebesgue measurable, then \(f \circ \psi_E\) is \((\mathcal{L} \times \Sigma_{P,E})'\)-measurable and the following statements hold:
   (a) If \(f \geq 0\), then
   \[
   \int_{\mathbb{R}^d} f(x) \ dx = \int_0^\infty \left( \int_S g(r, \eta) \sigma_{P,E}(d\eta) \right) r^{\mu_P - 1} \ dr = \int_S \left( \int_0^\infty g(r, \eta) r^{\mu_P - 1} \ dr \right) \sigma_{P,E}(d\eta). \tag{3.6}
   \]
   (b) When \(f\) is complex-valued, we have
   \[
f \in L^1(\mathbb{R}^d) \quad \text{if and only if} \quad f \circ \psi_E \in L^1((0, \infty) \times S, (\mathcal{L} \times \Sigma_{P,E})', \lambda_P \times \sigma_{P,E})
   \]
   and, in this case, (3.6) holds.
Properties 1 and 2 in Theorem 3.1.8 differ only from Properties 1 and 2 in Theorem 3.1.1 only in the apparent dependence on our choice of $E \in \text{Exp}(P)$. We shall see in Subsection 3.1.3 and Proposition 3.1.16 therein that $\Sigma_{P,E_1} = \Sigma_{P,E_2}$ and $\sigma_{P,E_1} = \sigma_{P,E_2}$ for all $E_1, E_2 \in \text{Exp}(P)$ and so the dependence is indeed superficial. With this result, we shall obtain Properties 1 and 2 of Theorem 3.1.1 immediately from Theorem 3.1.8.

To prove Theorem 3.1.8, we shall first treat several lemmas. These lemmas isolate and generalize several important ideas used in standard proofs of (1.1) (See, e.g., [11] and [26]). Lemma 3.1.9 establishes the scaling property of $\{r^E\}$ on the Lebesgue measures and measurability of sets in $\mathbb{R}^d$. Lemma 3.1.10 relates the Lebesgue measure of sets of the form $\psi_E(I \times F)$, where $I \subseteq (0, \infty)$ is sufficiently nice and $F \in \Sigma_{P,E}$, to the product measure $\lambda_P \times \sigma_{P,E}$. 

**Lemma 3.1.9.** Let $A \subseteq \mathbb{R}^d$ and $r > 0$. $A$ is Lebesgue measurable if and only if $r^E A = \{x = r^E a : a \in A\}$ is Lebesgue measurable and, in this case,

$$m(r^E A) = r^{\mu_P} m(A).$$

*Proof.* Because $x \mapsto r^E x$ is a linear isomorphism, $r^E A$ is Lebesgue measurable if and only if $A$ is Lebesgue measurable. Observe that $x \in r^E A$ if and only if $r^{-E} x \in A$ and therefore

$$m(r^E A) = \int_{\mathbb{R}^d} \chi_{r^E A}(x) \, dx = \int_{\mathbb{R}^d} \chi_A(r^{-E} x) \, dx$$

where $\chi_{r^E A}$ and $\chi_A$ respectively denote the indicator functions of the sets $r^E A$ and $A$. Now, by making the linear change of variables $x \mapsto r^E x$, we have

$$m(r^E A) = \int_{\mathbb{R}^d} \chi_A(x) |\det(r^E)| \, dx = r^{\mu_P} m(A),$$

because $\det(r^E) = r^{\mu P} = r^{\mu_P} > 0$ by virtue of Proposition 6.1.1 and Corollary 2.0.9. \[\square\]

**Lemma 3.1.10.** Let $F \in \Sigma_{P,E}$. If $I \subseteq (0, \infty)$ is open, closed, $G_\delta$, or $F_\sigma$, then $\psi_E(I \times F) \in \mathcal{M}_d$ and

$$m(\psi_E(I \times F)) = (\lambda_P \times \sigma_{P,E})(I \times F) = \lambda_P(I) \sigma_{P,E}(F). \tag{3.7}$$

*Proof.* To simplify notation, we shall write $\lambda = \lambda_P$ and $\sigma = \sigma_{P,E}$ throughout the proof. We fix $F \in \Sigma_{P,E}$ and consider several cases for $I$.

**Case 1:** $I = (0, b)$ for $0 < b \leq \infty$. When $b$ is finite, observe that

$$\psi_E(I \times F) = \{r^E \eta : 0 < r < b, \eta \in F\} = b^E \{r^E \eta : 0 < r < 1, \eta \in F\} = b^E F_E.$$
By virtue of Lemma 3.1.9, it follows that $\psi_E(I \times F) \in \mathcal{M}_d$ and
\[
(\lambda \times \sigma)(I \times F) = \lambda(I)\sigma(F) = \left(\int_0^b r^{\mu P-1} \, dr\right) \left(\mu_P \cdot m(\widehat{F}_E)\right)
\]
\[
= b^{\mu P} m(\widehat{F}_E)
\]
\[
= m(\widehat{F}_E)
\]
\[
= m(\psi_E(I \times F)).
\]

When $b = \infty$ i.e., $I = (0, \infty)$, we observe that
\[
I = \bigcup_{n=1}^{\infty} (0, n) = \bigcup_{n=1}^{\infty} I_n
\]
where the open intervals $I_n = (0, n)$ are nested and increasing. In view of the result above (for finite $b = n$), we have
\[
\psi_E(I \times F) = \psi_E\left(\bigcup_{n=1}^{\infty} (I_n \times F)\right) = \bigcup_{n=1}^{\infty} \psi_E(I_n \times F) \in \mathcal{M}_d.
\]

Given that $\psi_E$ is a bijection, $\{\psi_E(I_n \times F)\}$ is necessarily a nested increasing sequence and so, by the continuity of the measures $\lambda \times \sigma$ and $m$,
\[
(\lambda \times \sigma)(I \times F) = \lim_{n \to \infty} (\lambda \times \sigma)(I_n \times F) = \lim_{n \to \infty} m(\psi_E(I_n \times F)) = m(\psi_E(I \times F)).
\]

\[//\]

Case 2: $I = (0, a]$ for $0 < a < \infty$. We have
\[
I = (0, a] = \bigcap_{n=1}^{\infty} (0, a + 1/n) = \bigcap_{n=1}^{\infty} I_n
\]
where the open intervals $I_n = (0, a + 1/n)$ are nested and decreasing. By reasoning analogous to that given in Case 1, we have
\[
\psi_E(I \times F) = \bigcap_{n=1}^{\infty} \psi_E(I_n \times F) \in \mathcal{M}_d
\]
and
\[
(\lambda \times \sigma)(I \times F) = \lim_{n \to \infty} (\lambda \times \sigma)(I_n \times F) = \lim_{n \to \infty} m(\psi_E(I_n \times F)) = m(\psi_E(I \times F)).
\]

In particular, $m(\psi_E(I \times F)) = \lambda((0, a])\sigma(F) = a^{\mu P} \sigma(F)/\mu_P < \infty$. 

\[//\]

Case 3: $I = (a, b)$ for $0 < a < b \leq \infty$. In this case, $I = (0, b) \setminus (0, a]$ and so, in view of Cases 1 and 2, $\psi_E(I \times F) = \psi_E((0, b) \times F) \setminus \psi_E((0, a] \times F) \in \mathcal{M}_d$ and
\[
(\lambda \times \sigma)(I \times F) = (\lambda \times \sigma)((0, b) \times F) - (\lambda \times \sigma)((0, a] \times F)
\]
\[
= m(\psi_E((0, b) \times F)) - m(\psi_E((0, a] \times F))
\]
\[
= m(\psi_E(I \times F))
\]
where we have used the fact that $(\lambda \times \sigma)((0, a] \times F) = m(\psi_E((0, a] \times F)) < \infty$. 

\[//\]
Case 4: \( I \subseteq (0, \infty) \) is open. In this case, it is known that \( I \) can be expressed as a countable union of disjoint open intervals \( \{I_n\} \) and, by virtue of Cases 1 and 3, we have

\[
\psi_E(I \times F) = \bigcup_{n=1}^{\infty} \psi_E(I_n \times F) \in \mathcal{M}_d,
\]

where this union is disjoint, and

\[
m(\psi_E(I \times F)) = \sum_n m(\psi_E(I_n \times F)) = \sum_n (\lambda \times \sigma)(I_n \times F) = \sum_n \lambda(I_n)\sigma(F) = (\lambda \times \sigma)(I \times F).
\]

Case 5: \( I \subseteq (0, \infty) \) is closed. In this case, we have \( I = (0, \infty) \setminus O \) where \( O \) is open and so

\[
\psi_E(I \times F) = \psi_E(F \times ((0, \infty) \setminus O)) = \psi_E((0, \infty) \times F) \setminus \psi_E(O \times F) \in \mathcal{M}_d.
\]

At this point, we’d like to use the property that

\[
m(\psi_E((0, \infty) \times F) \setminus \psi_E(O \times F)) = m(\psi_E((0, \infty) \times F)) - m(\psi_E(O \times F)),
\]

but this only holds when \( m(\psi_E(O \times F)) \) is finite. We must therefore proceed differently. For each natural number \( n \), define \( O_n = O \cap (0, n) \) and \( I_n = (0, n) \setminus O_n \). It is straightforward to show that \( \{I_n\} \) and \( \{\psi_E(I_n \times F)\} \) are nested and increasing with

\[
I = \bigcup_{n=1}^{\infty} I_n \quad \text{and} \quad \psi_E(I \times F) = \bigcup_{n=1}^{\infty} \psi_E(I_n \times F).
\]

The results of Cases 1 and 4 guarantee that, for each \( n \),

\[
m(\psi_E(O_n \times F)) = (\lambda \times \sigma)(O_n \times F) \leq (\lambda \times \sigma)((0, n) \times F) < n^{\mu_F}m(\tilde{F}_E) < \infty
\]

and therefore

\[
m(\psi_E(I_n \times F)) = m(\psi_E((0, n) \times F)) - m(\psi_E(O_n \times F)) = (\lambda \times \sigma)((0, n) \times F) - (\lambda \times \sigma)(O_n \times F) = (\lambda \times \sigma)(I_n \times F).
\]

Then, by virtue of the continuity of measure,

\[
m(\psi_E(I \times F)) = \lim_{n \to \infty} m(\psi_E(I_n \times F)) = \lim_{n \to \infty} (\lambda \times \sigma)(I_n \times F) = (\lambda \times \sigma)(I \times F).
\]

Case 6. \( I \subseteq (0, \infty) \) is \( G_\delta \) or \( F_\sigma \). Depending on whether \( I \) is \( G_\delta \) or \( F_\sigma \), express \( I \) as an intersection of nested decreasing open sets or a union of nested increasing closed sets. In both cases, by virtually the same argument given in the previous cases, we find that \( \psi_E(I \times F) \in \mathcal{M}_d \),

\[
m(\psi_E(I \times F)) = (\lambda \times \sigma)(I \times F).
\]
The following lemma generalizes the result of Lemma 3.1.10 (which only deals with cases of “special rectangles”) so that the previous statement holds for any set \( L \in \mathcal{L} \), the \( \sigma \)-algebra of Lebesgue measurable subsets of \((0, \infty)\). The result allows us to express the product measure of sufficiently nice sets \( L \times F \) in terms of the Lebesgue measure of \( \psi_E(L \times F) \), with which we can translate integration over \( \mathbb{R}^d \) to integration over \((0, \infty) \times S\) as intended. The proof makes use of \( F_\sigma \) and \( G_\delta \) sets and properties of complete measure spaces.

**Lemma 3.1.11.** For any \( L \in \mathcal{L} \) and \( F \in \Sigma_{P,E} \), \( \psi_E(L \times F) \in \mathcal{M}_d \) and
\[
m(\psi_E(L \times F)) = (\lambda_P \times \sigma_{P,E})(L \times F).
\]

*Proof.* Fix \( L \in \mathcal{L} \) and \( F \in \Sigma_{P,E} \). It is easy to see that \( \lambda_P \) and the Lebesgue measure \( dr \) on \((0, \infty)\) are mutually absolutely continuous. It follows that \((0, \infty), \mathcal{L}, \lambda_P)\) is a complete measure space and, further, that there exists an \( F_\sigma \) set \( L_\sigma \subseteq (0, \infty) \) and a \( G_\delta \) set \( L_\delta \subseteq (0, \infty) \) for which \( L_\sigma \subseteq L \subseteq L_\delta \) and \( \lambda_P(L_\delta \setminus L_\sigma) = 0 \). Note that, necessarily, \( \lambda_P(L) = \lambda_P(L_\sigma) = \lambda_P(L_\delta) \). We have
\[
\psi_E(L \times F) = \psi_E(L_\sigma \times F) \cup \psi_E((L \setminus L_\sigma) \times F)
\]
where, by virtue of the preceding lemma, \( \psi_E(L_\sigma \times F) \in \mathcal{M}_d \) and
\[
m(\psi_E(L_\sigma \times F)) = (\lambda_P \times \sigma_{P,E})(L_\sigma \times F) = \lambda_P(L_\sigma)\sigma_{P,E}(F) = \lambda_P(L)\sigma_{P,E}(F) = (\lambda_P \times \sigma_{P,E})(L \times F).
\]
Observe that
\[
\psi_E((L \setminus L_\sigma) \times F) \subseteq \psi_E((L_\delta \setminus L_\sigma) \times F)
\]
where, because \( L_\delta \setminus L_\sigma \) is a \( G_\delta \) set, the latter set is a member of \( \mathcal{M}_d \) and
\[
m(\psi_E((L_\delta \setminus L_\sigma) \times F)) = (\lambda_P \times \sigma_{P,E})((L_\delta \setminus L_\sigma) \times F) = \lambda_P(L_\delta \setminus L_\sigma)\sigma_{P,E}(F) = 0
\]
by virtue of the preceding lemma. Using the fact that \((\mathbb{R}^d \setminus \{0\}, \mathcal{M}_d, m)\) is complete, we conclude that \( \psi_E((L \setminus L_\sigma) \times F) \in \mathcal{M}_d \) and \( m(\psi_E((L \setminus L_\sigma) \times F)) = 0 \). It now follows from (3.8) and (3.9) that \( \psi_E(L \times F) \in \mathcal{M}_d \) and
\[
m(\psi_E(L \times F)) = m(\psi_E(L_\sigma \times F)) + m(\psi_E((L \setminus L_\sigma) \times F)) = (\lambda_P \times \sigma_{P,E})(L \times F),
\]
as desired. \(\square\)

The following two lemmas provide another key ingredient to proving Theorem 3.1.8. Lemma 3.1.12 is a standard result in real analysis which states that a compact subset of any metric space contains a countably dense set. This results is then used in Lemma 3.1.13 to show that every open set in \( \mathbb{R}^d \setminus \{0\} \) can be written as a countable union of sets of the form \( \psi_E(U) \) where \( U \) is an open rectangle in \((0, \infty) \times S\). In our proof of Theorem 3.1.8, we will use this result as justification for the fact that \( \psi_E(L \times \Sigma_{P,E}) \) contains every open subset of \( \mathbb{R}^d \setminus \{0\} \).
Lemma 3.1.12. Let $S$ be a compact subset of a metric space. Then $S$ contains a countably dense set.

Proof. For each $n \in \mathbb{N}$, consider the open cover
$$\{B_{1/n}(x) \cap S, x \in S\}$$
of $S$. Since $S$ is compact, there exists a finite subcover. Let $x_{j,n}, j = 1, 2, \ldots, N_n$ denote the center of each of the balls, then, we have that $S$ is covered by $\{B_{1/n}(x_{j,n}) \cap S, j = 1, 2, \ldots, N_n\}$. Thus, for each $n \in \mathbb{N}$, we have a finite set $\{x_{j,n}\}$ of centers. The countable union of these finite sets, $\bigcup_{n=1}^{\infty} \{x_{j,n}\}$, is countable. It is also dense because for every point $x \in S$ and $\epsilon > 0$, there is always some $n$ such that $|x_{j,n} - x| < 1/n < \epsilon$. \hfill $\Box$

Lemma 3.1.13. Every open subset $U \subseteq \mathbb{R}^d \setminus \{0\}$ can be written as a countable union of open sets of the form $\psi_E(U)$ where $U = I \times O$ is an open rectangle in $(0, \infty) \times S$.

Proof. Let $\{r_k\}_{k=1}^{\infty}$ and $\{\eta_j\}_{j=1}^{\infty}$ be countably dense subsets of $(0, \infty)$ and $S$, respectively. For each triple of natural numbers $j, l, n \in \mathbb{N}_+$, consider the open set
$$U_{j,l,n} = \{|r - r_j| < 1/n\} \times O_{l,n} \subseteq (0, \infty) \times S$$
where
$$O_{l,n} = \{\eta \in S : |\eta - \eta_j| < 1/n\}.$$
Let $U \subseteq \mathbb{R}^d \setminus \{0\}$ be open. We will show that
$$U = \bigcup_{\psi_E(U_{j,l,n}) \subseteq U} \psi_E(U_{j,l,n}),$$
where, in view of Proposition 3.1.3, each $\psi_E(U_{j,l,n})$ is open. It is clear that any element of the union on the right hand side of (3.10) belongs to some $\psi_E(U_{j,l,n}) \subseteq U$ and so the union is a subset of $U$. To prove (3.10), it therefore suffices to prove that, for each $x \in U$, there exists a triple $j, l, n$ with
$$x \in \psi_E(U_{j,l,n}) \subseteq U.$$
whenever $|\alpha - 1| < \delta'$. Fix an integer $n > \max \{1/\delta' r_x, 4M/\delta\}$ and, using the density of the collections $\{r_{j}\}$ and $\{\eta\}$, let $r_{j}$ and $\eta$ be such that $|r_{j} - r_{x}| < 1/n$ and $|\eta - \eta_{x}| < 1/n$. It follows that the corresponding open set $U_{j,l,n}$ contains $\psi^{-1}_{E}(x)$, or, equivalently, $x \in \psi_{E}(U_{j,l,n})$. Thus, it remains to show that $\psi_{E}(U_{j,l,n}) \subseteq \mathbb{B}_{\delta}(x)$. To this end, let $y = \psi_{E}(r_{y}, \eta_{y}) \in \psi_{E}(U_{j,l,n})$ and observe that

$$ |x - y| \leq |\psi_{E}(r_{x}, \eta_{x}) - \psi_{E}(r_{x}, \eta_{y})| + |\psi_{E}(r_{x}, \eta_{y}) - \psi_{E}(r_{y}, \eta_{y})|$$

$$ = |r_{E}(\eta_{x} - \eta_{y})| + |(r_{E} - r_{y})\eta_{y}|$$

$$ \leq M|\eta_{x} - \eta_{y}| + \|r_{E} - r_{y}\|\eta_{y}|.$$  

Since both $(\eta_{x}, r_{x}), (\eta_{y}, r_{y}) \in U_{j,l,n}$, we have

$$|\eta_{x} - \eta_{y}| \leq |\eta_{x} - \eta_{j}| + |\eta_{j} - \eta_{y}| < \frac{2}{n}$$

and

$$|\eta_{y}| \leq |\eta_{y} - \eta_{x}| + |\eta_{x}| < |\eta_{x}| + \frac{2}{n}.$$  

Also, since $|r_{x} - r_{y}| < 1/n$, it follows that $r_{y} = \alpha r_{x}$ where $|1 - \alpha| < 1/nr_{x} < \delta'$ by our choice of $n$. Consequently,

$$ |x - y| < \frac{2}{n}M + \left(\frac{\eta_{x}}{n} + \frac{2}{n}\right)\|r_{E} - r_{x}\|\alpha E\|$$

$$ < \frac{2}{n}M + (\|\eta_{x} | + 2) M\|I - \alpha E\|$$

$$ < \frac{2}{n}M + \frac{\delta M (\|\eta_{x} | + 2)}{2M(\|\eta_{x} | + 2)}$$

$$ < \frac{\delta}{2} + \frac{\delta}{2} = \delta$$

and so we have established (3.10). Finally, upon noting that $\{U_{j,l,n}\}_{(j,l,n) \in \mathbb{N}^{3}}$ is a countable collection of open rectangles, the union in (3.10) is necessarily countable and we are done with the proof.

In our final lemma preceding the proof of Theorem 3.1.8, we treat a general measure-theoretic statement which gives sufficient conditions concerning two measure spaces to ensure that their completions are isomorphic. This lemma is used in the proof of Theorem 3.1.8 to show that the (complete) measure spaces $((0, \infty), (\mathcal{L} \times \Sigma_{P,E}), \lambda_{P} \times \sigma_{P,E})$ and $(\mathbb{R}^{d} \setminus \{0\}, \mathcal{M}_{d}, m)$ are isomorphic with point isomorphism $\psi_{E}$. Here, $((0, \infty), (\mathcal{L} \times \Sigma_{P,E}), \lambda_{P} \times \sigma_{P,E})$ is the completion of $((0, \infty), (\mathcal{L} \times \Sigma_{P,E}), \lambda_{P} \times \sigma_{P,E})$, and $(\mathbb{R}^{d} \setminus \{0\}, \mathcal{M}_{d}, m)$ is the completion of $((\mathbb{R}^{d} \setminus \{0\}, \mathbb{B}(\mathbb{R}^{d} \setminus \{0\}), m)$.

**Lemma 3.1.14.** Let $(X_{1}, \Sigma_{1}, \nu_{1})$ and $(X_{2}, \Sigma_{2}, \nu_{2})$ be measure spaces, let $\varphi : X_{1} \to X_{2}$ be a bijection and denote by $(X_{i}, \Sigma_{i}', \nu_{i}')$ the completion of the measure space $(X_{i}, \Sigma_{i}, \nu_{i})$ for $i = 1, 2$. Assume that the following two properties are satisfied:

1. For each $A_{1} \in \Sigma_{1}$, $\varphi(A_{1}) \in \Sigma_{2}'$ and $\nu_{2}'(\varphi(A_{1})) = \nu_{1}(A_{1}).$
2. For each $A_{2} \in \Sigma_{2}$, $\varphi^{-1}(A_{2}) \in \Sigma_{1}'$ and $\nu_{1}'(\varphi^{-1}(A_{2})) = \nu_{2}(A_{2}).$

Then the measure spaces $(X_{1}, \Sigma_{1}', \nu_{1}')$ and $(X_{2}, \Sigma_{2}', \nu_{2}')$ are isomorphic with point isomorphism $\varphi$. Specifically,

$$\Sigma_{2}' = \{A_{2} \subseteq X_{2} : \varphi^{-1}(A_{2}) \in \Sigma_{1}'\}$$  

(3.11)
Proof. Let us first assume that $A_2 \in \Sigma'_2$. By definition, $A_2 = G_2 \cup H_2$ where $G_2 \in \Sigma_2$ and $H_2 \subseteq G_{2,0} \in \Sigma_2$ with $\nu_2'(A_2) = \nu_2(G_2)$ and $\nu_2''(H_2) = \nu_2(G_{2,0}) = 0$. Consequently, $\varphi^{-1}(A_2) = \varphi^{-1}(G_2) \cup \varphi^{-1}(H_2)$ and $\varphi^{-1}(H_2) \subseteq \varphi^{-1}(G_{2,0})$. In view of Property 2, $\varphi^{-1}(G_2), \varphi^{-1}(G_{2,0}) \in \Sigma'_1$ and we have

$$\nu_1'(\varphi^{-1}(G_2)) = \nu_2(G_2) = \nu_2'(A_2) \quad \text{and} \quad \nu_1'(\varphi^{-1}(G_{2,0})) = \nu_2(G_{2,0}) = 0.$$  

In view of the fact that $(X'_1, \Sigma'_1, \nu'_1)$ is complete, $\varphi^{-1}(H_2) \in \Sigma'_1$ and $\nu'_1(\varphi^{-1}(H_2)) = 0$. Consequently, we obtain $\varphi^{-1}(A_2) = \varphi^{-1}(G_2) \cup \varphi^{-1}(H_2) \in \Sigma'_1$ and

$$\nu_2'(A_2) = \nu_1'(\varphi^{-1}(G_2)) \leq \nu'_1(\varphi^{-1}(A_2)) \leq \nu'_1(\varphi^{-1}(G_2)) + \nu'_1(\varphi^{-1}(H_2)) = \nu_2(G_2) + 0 = \nu_2'(A_2).$$

From this we obtain that $\Sigma'_2 \subseteq \{ A_2 \subseteq X_2 : \varphi^{-1}(A_2) \in \Sigma'_1 \}$ and, for each $A_2 \in \Sigma'_2$, $\nu_2'(A_2) = \nu'_1(\varphi^{-1}(A_2))$. It remains to prove that

$$\{ A_2 \subseteq X_2 : \varphi^{-1}(A_2) \in \Sigma'_1 \} \subseteq \Sigma'_2.$$  

To this end, let $A_2$ be a subset of $X_2$ for which $\varphi^{-1}(A_2) \in \Sigma'_1$. By the definition of $\Sigma'_1$, we have $\varphi^{-1}(A_2) = G_1 \cup H_1$ where $G_1 \in \Sigma_1$, $H_1 \subseteq G_{1,0} \in \Sigma_1$ and $\nu'_1(H_1) = \nu_1(G_{1,0}) = 0$. In view of Property 1, $\varphi(G_1) \in \Sigma'_2$, $\varphi(H_1) \subseteq \varphi(G_{1,0}) \in \Sigma'_2$ and $\nu_2'(\varphi(G_{1,0})) = \nu_1(G_{1,0}) = 0$. Because $(X'_2, \Sigma'_2, \nu'_2)$ is complete, we have $\varphi(H_1) \in \Sigma'_2$ and so

$$A_1 = \varphi(\varphi^{-1}(A_2)) = \varphi(G_1) \cup \varphi(H_1) \in \Sigma'_2,$$

as desired. \hfill \Box

We are finally in a position to prove Theorem 3.1.8. Our approach can be described as follows. We first argue that $\mathcal{L} \times \Sigma_{P,E}$ is contained in the monotone class $\mathcal{C}$ comprised of the sets $G \subseteq (0, \infty) \times S$ for which $\psi_E(G) \in \mathcal{M}_d$ and $m(\psi_E(G)) = (\lambda_P \times \sigma_{P,E})(G)$ via the monotone class lemma. This allows us to show that every set $G$ in $\mathcal{L} \times \Sigma_{P,E}$ satisfies the two properties above, and that the $\sigma$-algebra of Borel subsets of $\mathbb{R}^d \setminus \{0\}$ is contained in $\psi_E(\mathcal{L} \times \Sigma_{P,E})$. Property 1 follows from recognizing that the $\sigma$-algebras and measure spaces in the hypothesis of Theorem 3.1.8 are completions of those in preceding arguments. To prove Property 2, we let a measurable function $f : \mathbb{R}^d \to \mathbb{C}$ be given and use Property 2, the monotone convergence theorem (in case that $f \geq 0$), and Fubini's theorem.

Proof of Theorem 3.1.8. Denote by $\mathcal{C}$ the collection of sets $G \subseteq (0, \infty) \times S$ for which $\psi_E(G) \in \mathcal{M}_d$ and $m(\psi_E(G)) = (\lambda_P \times \sigma_{P,E})(G)$. By virtue of Lemma 3.1.11, it follows that $\mathcal{C}$ contains all elementary sets, i.e., finite unions of disjoint measurable rectangles. Using the continuity of measure (applied to the measures $m$ and $\lambda_P \times \sigma_{P,E}$) and the fact that $\psi_E$ is a bijection, it is straightforward to verify that $\mathcal{C}$ is a monotone class. By the monotone class lemma (Theorem 8.3 of [24]), it immediately follows that $\mathcal{L} \times \Sigma_{P,E} \subseteq \mathcal{C}$. In other words, for each $G \in \mathcal{L} \times \Sigma_{P,E}$,

$$\psi_E(G) \in \mathcal{M}_d \quad \text{and} \quad m(\psi_E(G)) = (\lambda_P \times \sigma_{P,E})(G).$$  

(3.13)
We claim that, for each Borel subset \( A \) of \( \mathbb{R}^d \setminus \{0\} \), \( \psi_E^{-1}(A) \subseteq \mathcal{L} \times \Sigma_{P,E} \). To this end, we write
\[
\psi_E(\mathcal{L} \times \Sigma_{P,E}) = \{ \psi_E(G) : G \in \mathcal{L} \times \Sigma_{P,E} \}
\]
for the \( \sigma \)-algebra on \( \mathbb{R}^d \setminus \{0\} \) induced by \( \psi_E \). In view of Lemma 3.1.13, \( \psi_E(\mathcal{L} \times \Sigma_{P,E}) \) contains every open subset of \( \mathbb{R}^d \setminus \{0\} \) and therefore
\[
\mathcal{B}(\mathbb{R}^d \setminus \{0\}) \subseteq \psi_E(\mathcal{L} \times \Sigma_{P,E}).
\]
where \( \mathcal{B}(\mathbb{R}^d \setminus \{0\}) \) denotes the \( \sigma \)-algebra of Borel subsets of \( \mathbb{R}^d \setminus \{0\} \) thus proving our claim.

Together, the results of the two preceding paragraphs show that, for each \( A \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}) \), \( \psi_E^{-1}(A) \subseteq \mathcal{L} \times \Sigma_{P,E} \) and \( m(A) = (\lambda_P \times \sigma_{P,E})(\psi_E^{-1}(A)) \). Upon noting that \( \mathcal{L} \times \Sigma_{P,E} \subseteq (\mathcal{L} \times \Sigma_{P,E})' \), we immediately obtain the following statement: For each \( A \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}) \),
\[
\psi_E^{-1}(A) \in (\mathcal{L} \times \Sigma_{P,E})' \quad \text{and} \quad m(A) = (\lambda_P \times \sigma_{P,E})(\psi_E^{-1}(A)). \quad (3.14)
\]

In comparing (3.13) and (3.14) with Properties 1 and 2 of Lemma 3.1.14 and, upon noting that \( ((0, \infty) \times S, (\mathcal{L} \times \Sigma_{P,E})', \lambda_P \times \sigma_{P,E}) \) is the completion of \( ((0, \infty) \times S, \mathcal{L} \times \Sigma_{P,E}, \lambda_P \times \sigma_{P,E}) \) and \( (\mathbb{R}^d \setminus \{0\}, \mathcal{M}_d, m) \) is the completion of \( (\mathbb{R}^d \setminus \{0\}, \mathcal{B}(\mathbb{R}^d \setminus \{0\}), m) \), Property 1 of Theorem 3.1.8 follows immediately from Lemma 3.1.14.

It remains to prove Property 2. To this end, let \( f : \mathbb{R}^d \to \mathbb{C} \) be Lebesgue measurable. Because \( \mathcal{M}_d = \{ A \subseteq \mathbb{R}^d \setminus \{0\} : \psi_E^{-1}(A) \in (\mathcal{L} \times \Sigma_{P,E})' \} \), it follows that \( f \circ \psi_E \) is \( (\mathcal{L} \times \Sigma_{P,E})' \)-measurable. In the case that \( f \geq 0 \), we may approximate \( f \) monotonically by simple functions and, by invoking Property 1 and the monotone convergence theorem, we find that
\[
\int_{\mathbb{R}^d} f(x) \, dx = \int_{\mathbb{R}^d \setminus \{0\}} f(x) \, dx = \int_{(0, \infty) \times S} f \circ \psi_E \, d(\lambda_P \times \sigma_{P,E}). \quad (3.15)
\]

From this, (3.6) follows from Fubini’s theorem (see, e.g., Part (a) of Theorem 8.8 and Theorem 8.12 of [24]). Finally, by applying the above result to \(|f| \geq 0 \), we obtain \( f \in L^1(\mathbb{R}^d) \) if and only if \( f \circ \psi_E \in L^1((0, \infty) \times S, (\mathcal{L} \times \Sigma_{P,E})', \lambda_P \times \sigma_{P,E}) \). In this case, by applying (3.15) to \( \text{Re}(f)_+, \text{Re}(f)_-, \text{Im}(f)_+ \) and \( \text{Im}(f)_- \), we find that (3.15) holds for our integrable \( f \) and, by virtue Fubini’s theorem (see, e.g., Part (b) of Theorem 8.8 and Theorem 8.12 of [24]), the desired result follows.

Our next result, Proposition 3.1.15, guarantees that, in particular, \( \sigma_{P,E} \) is a Radon measure.

**Proposition 3.1.15.** The following statements are true:

1. \( (S, \Sigma_{P,E}, \sigma_{P,E}) \) is the completion of the measure space \( (S, \mathcal{B}(S), \sigma_{P,E}) \). In particular, the \( (S, \Sigma_{P,E}, \sigma_{P,E}) \) is complete and every \( F \in \Sigma_{P,E} \) is of the form \( F = G \cup H \) where \( G \) is a Borel set and \( H \) is a subset of a Borel set \( Z \) with \( \sigma_{P,E}(Z) = 0 \).

2. For each \( F \in \Sigma_{P,E} \),
\[
\sigma_{P,E}(F) = \inf \{ \sigma_{P,E}(O) : F \subseteq O \subseteq S \text{ and } O \text{ is open} \} \quad (3.16)
\]
and
\[
\sigma_{P,E}(F) = \sup \{ \sigma_{P,E}(K) : K \subseteq F \subseteq S \text{ and } K \text{ is compact} \}. \quad (3.17)
\]
Remark 3. This proposition can be seen as an application of Proposition 3.1.4 and Theorem 2.18 of [24]. The proof we give here is distinct and, we believe, nicely illustrates the utility of (3.6) of Theorem 3.1.8.

Proof. Throughout the proof, we shall write $\sigma = \sigma_{P,E}$, $\Sigma = \Sigma_{P,E}$ and, for each $F \subseteq S$, $\widetilde{F} = \widetilde{F}_E$. We remark that, by standard arguments using $G_\delta$ and $F_\sigma$ sets, Item 1 follows immediately from Item 2. Also, given that $S$ is compact and $\sigma$ is finite, it suffices to prove (3.16), i.e., it suffices to prove the statement: For each $F \in \Sigma$ and $\epsilon > 0$, there is an open subset $O$ of $S$ containing $F$ for which

$$\sigma(O \setminus F) < \epsilon.$$ 

To this end, let $F \in \Sigma$ and $\epsilon > 0$. Given that $\widetilde{F} \in \mathcal{M}_d$ and $m$ is outer regular, there exists an open set $U \subseteq \mathbb{R}^d \setminus \{0\}$ for which $\widetilde{F} \subseteq U$ and $m(U \setminus \widetilde{F}) < \epsilon/(2\mu_P)$. Since $\widetilde{F}$ is a subset of the open set $B \setminus \{0\}$, we may assume without loss of generality that $U \subseteq B \setminus \{0\}$ and so $m(\widetilde{F}) \leq m(U) < \infty$ and

$$m(U \setminus \widetilde{F}) = m(U) - m(\widetilde{F}) < \epsilon/(2\mu_P).$$  

(3.18)

For each $0 < r < 1$, consider the open set

$$O_r = S \cap (r^{-E}U)$$

in $S$. Observe that, for each $x \in F$, $r^E x \in \widetilde{F} \subseteq U$ and therefore $x \in O_r$. Hence, for each $0 < r < 1$, $O_r$ is an open subset of $S$ containing $F$.

We claim that there is at least one $r_0 \in (0, 1)$ for which

$$m(O_{r_0}) < m(U) + \epsilon/(2\mu_P).$$  

(3.19)

To prove the claim, we shall assume, to reach a contradiction, that

$$m(O_r) \geq m(U) + \epsilon/(2\mu_P)$$

for all $0 < r < 1$. By virtue of (3.6) of Theorem 3.1.8,

$$m(U) = \int_0^\infty \left( \int_S \chi_U(r^E \eta) \sigma(d\eta) \right) r^{\mu_P - 1} dr.$$ 

Upon noting that $U \subseteq B \setminus \{0\}$, it is easy to see that

$$U = \bigcup_{0 < s < 1} s^E O_s \quad \text{and} \quad r^E \eta \in \bigcup_{0 < s < 1} s^E O_s$$

if and only if $0 < r < 1$ and $\eta \in O_r$. Consequently,

$$m(U) = \int_0^1 \left( \int_S \chi_{O_r}(\eta) \sigma(d\eta) \right) r^{\mu_P - 1} dr = \int_0^1 \sigma(O_r) r^{\mu_P - 1} dr = \int_0^1 \mu_P \cdot m(O_r) r^{\mu_P - 1} dr.$$ 

Upon making use of our supposition, we have

$$\int_0^1 \mu_P \cdot m(O_r) r^{\mu_P - 1} dr \geq \int_0^1 \mu_P \cdot (m(U) + \epsilon/(2\mu_P)) r^{\mu_P - 1} dr = m(U) + \epsilon/(2\mu_P)$$

and so

$$m(U) \geq m(U) + \epsilon/(2\mu_P),$$
which is impossible. Thus, the stated claim is true.

Given any such $r_0$ for which (3.19) holds, set $O = O_{r_0}$. As previously noted, $O$ is an open subset of $S$ which contains $F$. In view of (3.18) and (3.19), we have
\[
m(\overline{O}) - m(F) < m(U) - m(F) + \frac{\epsilon}{2\mu_P} < \frac{\epsilon}{2\mu_P} + \frac{\epsilon}{2\mu_P} = \frac{\epsilon}{\mu_P}
\]
and therefore
\[
\sigma(O \setminus F) = \sigma(O) - \sigma(F) = \mu_P(m(\overline{O}) - m(F)) < \epsilon,
\]
as desired. \hfill \Box

### 3.1.3 The construction is independent of $E \in \text{Exp} P$

In this subsection, we show that the measure $\sigma_{P,E}$ is independent of the choice of $E \in \text{Exp}(P)$ and complete the proof of Theorem 3.1.1. We let $E_1, E_2 \in \text{Exp}(P)$ and consider the measure spaces $(S, \Sigma, \sigma)$ and $(S, \Sigma_i, \sigma_i)$ produced via the construction in Subsection 3.1.1.

**Proposition 3.1.16.** $\Sigma_i = \Sigma$ and $\sigma_i = \sigma$.

**Proof.** Throughout the proof, we will write $\Sigma_i = \Sigma_i$ and $\sigma_i = \sigma_i$ for $i = 1, 2$. In view of the Proposition 3.1.15, it suffices to show that
\[
\sigma_1(F) = \sigma_2(F)
\]
for all $F \in \mathcal{B}(S) \subseteq \Sigma_1 \cap \Sigma_2$. To this end, we let $F \in \mathcal{B}(S)$ be arbitrary but fixed.

Given $n \in \mathbb{N}_+$, using the regularity of the measures $\sigma_1$ and $\sigma_2$, select open sets $O_{n,1}, O_{n,2}$ and compact sets $K_{n,1}, K_{n,2}$ for which
\[
K_{n,j} \subseteq F \subseteq O_{n,j} \quad \text{and} \quad \sigma_j(O_{n,j} \setminus K_{n,j}) < 1/n
\]
for $j = 1, 2$. Observe that $K_n = K_{n,1} \cup K_{n,2}$ is a compact set, $O_n = O_{n,1} \cap O_{n,2}$ is an open set, and $K_n \subseteq F \subseteq O_n$. Furthermore,
\[
\sigma_j(O_n \setminus K_n) \leq \sigma_j(O_{n,j} \setminus K_{n,j}) < 1/n
\]
for $j = 1, 2$. Given that $O_n$ is open in $S$, $O_n = S \cup U_n$ where $U_n$ is an open subset of $\mathbb{R}^d$ and, because that $S$ is compact, $K_n = K_n \cap S$ is a compact subset of $\mathbb{R}^d$. By virtue of Urysohn’s lemma, let $\phi_n : \mathbb{R}^d \to [0,1]$ be a continuous function which is compactly supported in $U_n$ and for which $\phi_n(x) = 1$ for all $x \in K_n$. Using this sequence of functions $\{\phi_n\}$, we establish the following useful lemma.

**Lemma 3.1.17.** For $j = 1, 2$ and $n \in \mathbb{N}$, define $g_{n,j} : (0, \infty) \to \mathbb{R}$ by
\[
g_{n,j}(r) = \int_S \phi_n(r^j \eta) \sigma_j(d\eta).
\]
for $r > 0$. Then $g_{n,j}$ is continuous for each $n \in \mathbb{N}$ and $j = 1, 2$ and
\[
\sigma_j(F) = \lim_{n \to \infty} g_{n,j}(1)
\]
for $j = 1, 2$. 


Proof. First, we note that, for each \( r \in (0, \infty) \), the above integral makes sense because \( \eta \mapsto \phi_n(r^{E_j} \eta) \) is Borel measurable (because it’s continuous on \( S \)) and non-negative. Let \( \epsilon > 0 \) and \( r_0 \in (0, \infty) \) be arbitrary but fixed. It is clear that the function \((0, \infty) \times S \ni (r, \eta) \mapsto \phi_n(r^{E_j} \eta) \) is continuous on its domain and therefore, in view of the compactness of \( S \), we can find a \( \delta > 0 \) for which

\[
|\phi_n(r^{E_j} \eta) - \phi_n(r_0^{E_j} \eta)| \leq \frac{\epsilon}{2\sigma_j(S)} \quad \text{whenever} \quad |r - r_0| < \delta
\]

for all \( \eta \in S \). The triangle inequality guarantees that

\[
|g_{n,j}(r) - g_{n,j}(r_0)| \leq \int_S |\phi_n(r^{E_j} \eta) - \phi_n(r_0^{E_j} \eta)| \sigma_j(\eta) dx \leq \epsilon/2 < \epsilon
\]

whenever \( |r - r_0| < \delta \). Thus, \( g_{n,j} \) is continuous.

We observe that

\[
g_{n,j}(1) = \int_S \phi_n(\eta) \sigma_j(\eta) dx
\]

because \( 1^{E_j} = I \). By construction, we have \( \chi_{K_n}(\eta) \leq \phi_n(\eta) \leq \chi_{O_n}(\eta) \) for all \( \eta \in S \) and \( n \in \mathbb{N}_+ \) and therefore

\[
\sigma_j(K_n) \leq g_{n,j}(1) \leq \sigma_j(O_n)
\]

by the monotonicity of the integral. Since

\[
\sigma_j(F) = \lim_{n \to \infty} \sigma_j(K_n) = \lim_{n \to \infty} \sigma_j(O_n)
\]

in view of our choice of \( O_n \) and \( K_n \), the remaining result follows immediately from the preceding inequality (and the squeeze theorem).

Let us now complete the proof of Proposition 3.1.16. Given any \( 0 < s < 1 < t \) and \( n \in \mathbb{N} \), consider the function \( f = f_{n,s,t} : \mathbb{R}^d \to [0, 1] \) given by

\[
f(x) = \phi_n(x) \chi_{[s,t]}(P(x))
\]

for \( x \in \mathbb{R}^d \). It is clear that \( f \) is Lebesgue measurable on \( \mathbb{R}^d \) and non-negative. By virtue of Theorem 3.1.8 (applied to the two measures \( \sigma_1 \) and \( \sigma_2 \)), we have

\[
\int_0^\infty \int_S f(r^{E_j} \eta) \sigma_1(\eta) r^{\mu_p-1} dr = \int_{\mathbb{R}^d} f(x) dx = \int_0^\infty \int_S f(r^{E_j} \eta) \sigma_2(\eta) r^{\mu_p-1} dr
\]

upon noting that

\[
f(r^{E_j} \eta) = \phi_n(r^{E_j} \eta) \chi_{[s,t]}(P(r^{E_j} \eta)) = \phi_n(r^{E_j} \eta) \chi_{[s,t]}(r P(\eta)) = \chi_{[s,t]}(r) \phi_n(r^{E_j} \eta)
\]

for \( r \in (0, \infty) \), \( \eta \in S \), and \( j = 1, 2 \), we have

\[
\int_0^\infty \int_S f(r^{E_j} \eta) \sigma_j(\eta) r^{\mu_p-1} dr = \int_{[s,t]} \int_S \phi_n(r^{E_j} \eta) \sigma_j(\eta) r^{\mu_p-1} dr = \int_{[s,t]} g_{n,j}(r) r^{\mu_p-1} dr
\]

for \( j = 1, 2 \). By virtue of the Lemma 3.1.17, \( r \mapsto g_{n,j}(r) r^{\mu_p-1} \) is continuous and necessarily bounded on \( [s, t] \) and so the final integral above can be interpreted as a Riemann integral. In this interpretation, we have

\[
\int_s^t g_{n,j}(r) r^{\mu_p-1} dr = \int_0^\infty \int_S f(r^{E_j} \eta) \sigma_j(\eta) r^{\mu_p-1} dr
\]
for \( j = 1, 2 \) and \( 0 < s < 1 < t \). In view of (3.20) and (3.21), we conclude that
\[
\int_s^t g_{n,1}(r)r^{\mu P-1}dr = \int_s^t g_{n,2}(r)r^{\mu P-1}dr
\]
for all \( 0 < s < 1 < t \). In view of continuity of the integrands, an application of the fundamental theorem of calculus now guarantees that \( g_{n,1}(1) = g_{n,2}(1) \) for each \( n \in \mathbb{N} \). Therefore
\[
\sigma_1(F) = \lim_{n \to \infty} g_{n,1}(1) = \lim_{n \to \infty} g_{n,2}(1) = \sigma_2(F)
\]
by virtue of Lemma 3.1.17. 

In view of Proposition 3.1.16, we will denote by \( \Sigma_P \) and \( \sigma_P \) the unique \( \sigma \)-algebra and measure on \( S \) which, respectively, satisfy
\[
\Sigma_P = \Sigma_{P,E} \quad \text{and} \quad \sigma_P = \sigma_{P,E}
\]
for all \( E \in \text{Exp}(P) \). We will henceforth assume this notation.

**Lemma 3.1.18.** Given any \( O \in SL^+(\mathbb{R}^d) \) and Lebesgue measurable \( F \subseteq \mathbb{R}^d \),
\[
m(OF) = m(F).
\]

**Proof.** This lemma can be proved using the argument provided in the proof of Lemma 3.1.9. \( \square \)

**Proposition 3.1.19.** For any \( O \in \text{Sym}(P) \) and \( F \in \Sigma_P \), \( OF \in \Sigma_P \) and
\[
\sigma_P(OF) = \sigma_P(F).
\]

That is, the measure \( \sigma_P \) is invariant under the action by \( \text{Sym}(P) \).

**Proof.** Let \( O \in \text{Sym}(P) \), \( F \in \Sigma_P \) and, for \( E \in \text{Exp}(P) \), define \( E' = O^{-1}EO \). In view of Proposition 2.0.10, we note that \( E' \in \text{Exp}(P) \). Observe that
\[
\widetilde{(OF)}_E = \bigcup_{0<r<1} r^E(OF) = \bigcup_{0<r<1} O(O^{-1}r^EOF) = O\left( \bigcup_{0<r<1} r^{E'}F \right) = OF_{E'} \quad (3.22)
\]
thanks to Proposition 6.1.1. In view of Proposition 3.1.16, we have \( \widetilde{OF}_{E'} \in M_d \) because \( F \in \Sigma_P = \Sigma_{P,E} \) and \( O \) is linear. Using (3.22), we find that \( (OF)_E \in M_d \) and therefore \( OF \in \Sigma_{P,E} = \Sigma_P \) by virtue of Proposition 3.1.16. Moreover, we have
\[
\sigma_{P,E}(OF) = \mu_P \cdot m\left( \widetilde{(OF)}_E \right) = \mu_P \cdot m\left( \widetilde{OF}_{E'} \right) = \mu_P \cdot m\left( \widetilde{F}_{E'} \right) = \sigma_{P,E'}(F),
\]
where the third equality follows from Lemma 3.1.18. A final appeal to Proposition 3.1.16 guarantees that
\[
\sigma_P(OF) = \sigma_{P,E}(OF) = \sigma_{P,E'}(F) = \sigma_P(F),
\]
as desired. \( \square \)
This is the final result required to completely prove Theorem 3.1.1:

**Proof of Theorem 3.1.1.** Together, the results of Propositions 3.1.15, 3.1.16 and 3.1.19, guarantee that \( \sigma_P \) is a Radon measure satisfying Properties 1 and 2. Property 3 follows directly from Proposition 3.1.16 and the definition of \( \sigma_P \) in terms of \( \sigma_{P,E} \) for any \( E \in \text{Exp}(P) \). Similarly, Properties 1 and 2 follow from Theorem 3.1.8 by virtue of Proposition 3.1.16. □

### 3.2 Using a smooth structure on \( S \) to compute \( \sigma \)

In this section, we consider the special case in which a positive homogeneous function \( P \) on \( \mathbb{R}^d \) is smooth\(^1\). Under this additional assumption, we show in Proposition 3.2.1 that \( \nabla P \) is everywhere non-vanishing on \( S \) and so \( S \) is a smooth compact embedded hypersurface in \( \mathbb{R}^d \). For a detailed treatment of smooth manifold theory, the author encourages the reader to refer to \([16]\). For an elementary application of theory to be presented here, the reader may refer to Section 4.2.

We first set up some notation: For a smooth manifold \( M \), we denote by \( \mathcal{A}(M) \) its unique maximal atlas. Also on \( M \), the collection of smooth vector fields is denoted by \( \mathfrak{X}(M) \) and, for each \( k = 1, 2, \ldots \), the set of (smooth) differential \( k \)-forms on \( M \) will be denoted by \( \Omega^k(M) \). In this section, we integrate non-smooth differential forms and, for the generality needed here, we shall refer the reader to \([19]\) for background (Another perspective is given in \([1]\)). To this end, let us denote the Lebesgue \( \sigma \)-algebra of measurable sets on \( M \) by \( \mathcal{L}(M) \). We note that \( F \in \mathcal{L}(M) \) if and only if,

\[
\varphi(F \cap U) \in \mathcal{M}_d
\]

for every chart \((\varphi, U) \in \mathcal{A}(M)\). An \( n \)-form \( \omega \) on \( M \), with \( n = \dim(M) \), is said to be (Lebesgue) measurable, if in each coordinate system \((\varphi, U)\), the local representation

\[
\omega = h_\varphi(x)dx^1 \wedge dx^2 \wedge \cdots \wedge dx^n
\]

in the coordinates \( \varphi = (x^1, x^2, \ldots, x^n) \) has \( h_\varphi(x) \) a Lebesgue measurable function on \( U = \varphi(U) \subseteq \mathbb{R}^n \). The collection of measurable \( n \)-forms on \( M \) is denoted by \( \mathcal{L}(\Lambda^d(M)) \) and, naturally, \( \Omega^d(M) \subseteq \mathcal{L}(\Lambda^d(M)) \). As standard, we shall use Einstein’s summation convention.

We view \( \mathbb{R}^d \) as smooth oriented Riemannian manifold with its standard Euclidean metric \( g \), oriented smooth atlas \( \mathcal{A}_+(\mathbb{R}^d) \), and Riemannian volume form \( d\text{Vol}_{\mathbb{R}^d} \). Given any \( E \in \text{Exp}(P) \), consider \( \mathcal{E}_E \in \mathfrak{X}(\mathbb{R}^d) \) defined, at each \( x \in \mathbb{R}^d \), by

\[
(\mathcal{E}_E)_x(f) = \frac{d}{dt}f(x + t(Ex))|_{t=0}
\]

for \( f \in C^\infty(\mathbb{R}^d) \). In the standard (global) chart with coordinates \( x = (x^1, x^2, \ldots, x^d) \), \( (\mathcal{E}_E)_x \in T_x(\mathbb{R}^d) \) is given by

\[
(\mathcal{E}_E)_x = (Ex)^\alpha \partial_{x^\alpha} = E^\alpha_\beta x^\beta \partial_{x^\alpha}
\]

\(^1\)Many of the results in this section remain valid (with appropriate modification) under the weaker assumption that \( P \in C^k(\mathbb{R}^d) \) for \( k = 1, 2, \ldots \). In this setting, \( S \) is easily seen to be a \( C^k \) manifold. Because working in the smooth category is sufficient for our purposes, we shall not pursue the greater level of generality but invite the reader to do so.

\(^2\)To avoid trivialities, we assume that \( d > 1 \) throughout.
where \((E^d_\alpha)\) is the standard matrix representation for \(E\) and \(\partial x/\partial x^\alpha\). By an abuse of notation, we shall write \(\nabla P\) to denote both the function
\[
\mathbb{R}^d \ni x \mapsto \nabla P(x) = \left(\frac{\partial P}{\partial x^1}, \frac{\partial P}{\partial x^2}, \ldots, \frac{\partial P}{\partial x^d}\right) \in \mathbb{R}^d,
\]
where \(\frac{\partial P}{\partial x^\alpha} = \frac{\partial P}{\partial x^x}|_x\) for \(\alpha = 1, 2, \ldots, d\), and its canonical identification \(\nabla P \in \mathcal{X}(\mathbb{R}^d)\) given by
\[
\nabla P_x = \bar{g}^{\alpha\beta} \frac{\partial P}{\partial x^\alpha} \partial_{x^\beta} = \delta^{\alpha\beta} \frac{\partial P}{\partial x^\alpha} \partial_{x^\beta} = \sum_{\alpha=1}^d \frac{\partial P}{\partial x^\alpha} \partial_{x^\alpha}
\]
in standard Euclidean coordinates \(x = (x^\alpha)\). Of course, for each \(x \in \mathbb{R}^d\), the Riemannian norm \(|\nabla P_x|_\bar{g}\) of \(\nabla P_x \in T_x(\mathbb{R}^d)\) coincides with the Euclidean norm \(|\nabla P(x)|\) of \(\nabla P(x) \in \mathbb{R}^d\). These equivalent quantities (functions) will be henceforth denoted by \(|\nabla P|\).

**Proposition 3.2.1.** For each \(\eta \in S\),
\[
\bar{g}(\nabla P, \mathcal{E})_\eta = \nabla P(\eta) \cdot (E\eta) = 1.
\]
In particular, \(\nabla P \neq 0\) on \(S\) and so \(S\) is a compact embedded hypersurface in \(\mathbb{R}^d\).

**Proof.** Given that \(E \in \text{Exp}(P)\) and \(P \in C^\infty(\mathbb{R}^d)\), we differentiate the identity \(rP(x) = P(rE_x)\) to find that
\[
P(x) = \frac{d}{dr} P(rE_x) = \nabla P(rE_x) \cdot ((rE-1)E) x
\]
for \(r > 0\) and \(x \in \mathbb{R}^d\). In particular, when \(r = 1\) and \(x = \eta \in S\), we have
\[
1 = \nabla P(\eta) \cdot (E\eta) = \frac{\partial P}{\partial x^\alpha}(E\eta)^\alpha = \bar{g}_{\alpha\beta}(\nabla P_\eta)^\alpha (E\eta)^\beta = \bar{g}(\nabla P, \mathcal{E})_\eta.
\]
Thus, our (necessarily) compact level set \(S\) is a smooth embedded hypersurface of \(\mathbb{R}^d\) in view of the regular level set theorem.

We shall denote by \(\iota : S \hookrightarrow \mathbb{R}^d\) the canonical inclusion map and set \(d^e = d - 1\). As an embedded submanifold of \(\mathbb{R}^d\), \(S\) is a Riemannian submanifold of \(\mathbb{R}^d\) with metric \(g^S\) given by
\[
g^S(X, Y) = \bar{g}(\iota_*(X), \iota_*(Y))
\]
for \(X, Y \in \mathcal{X}(S)\); here, for each \(\eta \in S\), \(\iota_* : T_\eta(S) \to T_{\iota(\eta)}(\mathbb{R}^d)\) is the pushforward of \(\iota\). In view of the preceding proposition, \(N := \nabla P/|\nabla P| \in \mathcal{X}(\mathbb{R}^d)\) is a smooth unit normal vector field along \(S\) and it determines an orientation on the Riemannian manifold \(S\). Equipped with this orientation, \((S, g^S)\) is an oriented Riemannian manifold and we shall denote by \(d\text{Vol}_S\) the Riemannian volume form and by \(A_+(S)\) its corresponding (maximal) oriented atlas. By virtue of Proposition 15.21 of [16],
\[
d\text{Vol}_S = (N \hookrightarrow d\text{Vol}_{\mathbb{R}^d})|_S, \text{ i.e.,}
\]
\[
d\text{Vol}_S(X_1, X_2, \ldots, X_{d'}) = d\text{Vol}_{\mathbb{R}^d}(N, \iota_*(X_1), \iota_*(X_2), \ldots, \iota_*(X_{d'})) = \frac{1}{|\nabla P|} d\text{Vol}_{\mathbb{R}^d}(\nabla P, \iota_*(X_1), \iota_*(X_2), \ldots, \iota_*(X_{d'}))
\]
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for any collection $\{X_1, X_2, \ldots, X_{d'}\} \in \mathcal{X}(S)$. Beyond $d \text{Vol}_S \in \Omega_{d'}^d(S)$, we consider the following smooth $d'$-form(s): Given $E \in \text{Exp}(P)$, define $d\sigma_{P,E} \in \Omega_{d'}^d(S)$ by

$$d\sigma_{P,E}(X_1, X_2, \ldots, X_{d'}) = d \text{Vol}_{\mathbb{R}^d}(\mathcal{E}_E, \iota_*(X_1), \iota_*(X_2), \ldots, \iota_*(X_{d'}))$$

for $X_1, X_2, \ldots, X_{d'} \in \mathcal{X}(S)$. We have

**Proposition 3.2.2.** For any $E \in \text{Exp}(P)$,

$$d\sigma_{P,E} = \frac{1}{|\nabla P|^d} d \text{Vol}_S.$$ 

In particular, $d\sigma_{P,E}$ is positively oriented and is independent of $E \in \text{Exp}(P)$.

Before proving the proposition, we first treat a lemma of a purely linear algebraic nature.

**Lemma 3.2.3.** Let $v_1, v_2, \ldots, v_{d'}$ be linearly independent vectors in $\mathbb{R}^d$ and suppose that $w \in \mathbb{R}^d \setminus \{0\}$ is such that $w \perp v_i$ for all $i$. Then, for any $z \in \mathbb{R}^d$ for which $z \cdot w = 1$,

$$\det(z, v_1, v_2, \ldots, v_{d'}) = \frac{1}{|w|} \det(n, v_1, v_2, \ldots, v_{d'}) = \frac{1}{|w|^2} \det(w, v_1, v_2, \ldots, v_{d'}).$$

where $n := w/|w|$.

**Proof.** Given $z \in \mathbb{R}^d$ such that $z \cdot w = 1$, it follows that

$$z = \frac{1}{|w|} n + a_1 v_1 + a_2 v_2 + \cdots + a_{d'} v_{d'}.$$ 

By the multilinearity of the determinant map, we have

$$\det(z, v_1, v_2, \ldots, v_{d'}) = \det \left( \frac{1}{|w|} n + a_1 v_1 + a_2 v_2 + \cdots + a_{d'} v_{d'} , v_1, v_2, \ldots, v_{d'} \right)$$

$$= \frac{1}{|w|} \det(n, v_1, v_2, \ldots, v_{d'}) + \det(a_1 v_1 + \cdots + a_{d'} v_{d'}, v_1, v_2, \ldots, v_{d'})$$

$$= \frac{1}{|w|} \det(n, v_1, v_2, \ldots, v_{d'}) + 0$$

where we have used the fact that the columns of the matrix $(a_1 v_1 + \cdots + a_{d'} v_{d'}, v_1, v_2, \ldots, v_{d'})$ are linearly dependent to conclude that the final determinant is zero.

**Proof of Proposition 3.2.2.** We fix $E \in \text{Exp}(P)$ and note that the assertion at hand is a local one. Thus, it suffices to verify that, for any $\eta \in S$ and $X_1, X_2, \ldots, X_{d'} \in T_\eta(S)$,

$$d\sigma_{P,E}(X_1, X_2, \ldots, X_{d'}) = \frac{1}{|\nabla P|^d} d \text{Vol}_{\mathbb{R}^d}(N_\eta, \iota_*(X_1), \iota_*(X_2), \ldots, \iota_*(X_{d'})).$$
Fix $\eta \in S$ and let $(O, \varphi)$ be a coordinate chart centered at $\eta$ with local coordinates $u = (u^\alpha)$. As usual, denote by $x = (x^\alpha)$ the Euclidean coordinates on $\mathbb{R}^d$. For each $i = 1, 2, \ldots, d'$,

$$X_i = X_i^\alpha \partial_{u^\alpha} \quad \text{and} \quad \iota_*(X_i) = v_i^\beta \partial_{x^\beta}$$

where

$$v_i^\beta = X_i^\alpha \frac{\partial x^\beta}{\partial u^\alpha}.$$ 

For each $i = 1, 2, \ldots, d'$, we set $v_i = (v_i^1, v_i^2, \ldots, v_i^{d'}) \in \mathbb{R}^d$. Also, let $w = \nabla P(\eta) \in \mathbb{R}^d$ with \(|w| = |\nabla P(\eta)| = |\nabla P|\), set $n = w/|w| \in \mathbb{R}^d$ and note that

$$N_\eta = \frac{1}{|\nabla P|} \sum_{k=1}^d \frac{\partial P}{\partial x_k} \partial_{x_k} = n^\mu \partial_{x^\mu}.$$ 

Given that $\nabla P$ is normal to $S$, we have

$$v_i \cdot w = \mathcal{G}_{\mu \nu} v_i^\mu w^\nu = \mathcal{G}(\iota_*(X_i), \nabla P)_\eta = 0$$

and therefore $w \perp v_i$ for each $i = 1, 2, \ldots, d'$. Upon recalling that $(\mathcal{E}_E)_\eta = (E\eta)^\alpha \partial_{x^\alpha}$, set $z = (\mathcal{E}_E)_\eta (\mathcal{E}_E)_\eta (\mathcal{E}_E)_\eta (\mathcal{E}_E)_\eta \in \mathbb{R}^d$ and observe that $z \cdot w = 1$ by virtue of Proposition 3.2.1. An appeal to the lemma guarantees that

$$d\sigma_{P,E}(X_1, X_2, \ldots, X_{d'}) = d\text{Vol}_{\mathbb{R}^d}(\mathcal{E}_E, \iota_*(X_1), \iota_*(X_2), \ldots, \iota_*(X_{d'}))$$

$$= \det(z, v_1, v_2, \ldots, v_{d'})$$

$$= \frac{1}{|w|} \det(n, v_1, v_2, \ldots, v_{d'})$$

$$= \frac{1}{|\nabla P|} d\text{Vol}_{\mathbb{R}^d}(N_\eta, \iota_*(X_1), \iota_*(X_2), \ldots, \iota_*(X_{d'}))$$

$$= \frac{1}{|\nabla P|} d\text{Vol}_S(X_1, X_2, \ldots, X_{d'}).$$

By virtue of the preceding proposition, we shall denote by $d\sigma_P$ the unique smooth $d'$-form on $S$ which satisfies

$$d\sigma_P = d\sigma_{P,E} = \frac{1}{|\nabla P|} d\text{Vol}_S$$

for all $E \in \text{Exp}(P)$. In this notation, we have this section’s central result.

\[\begin{align*}
\text{Theorem 3.2.4.} \ & \text{Let } P \text{ be a smooth positive homogeneous function and let } S = \{\eta \in \mathbb{R}^d : P(\eta) = 1\}. \text{ Then } S \text{ is a compact smooth embedded hypersurface of } \mathbb{R}^d. \text{ Viewing } \mathbb{R}^d \text{ as an oriented Riemannian manifold with its usual orientation and metric } \mathcal{G}, \text{ } N = \nabla P/|\nabla P| \text{ is a smooth unit normal vector field along } S. \text{ As a submanifold of } \mathbb{R}^d, S \text{ is an oriented Riemannian manifold of dimension } d' = d - 1 \text{ with its induced Riemannian metric } g^S, \text{ volume form } d\text{Vol}_S \in \Omega^{d'}(S) \text{ and orientation determined by } N. \text{ The } \sigma\text{-algebras } \Sigma_P \text{ and } \mathcal{L}(S) \text{ on } S \text{ coincide and the smooth } d'\text{-form } d\sigma_P \in \Omega^{d'}(S), \text{ defined by } (3.23), \text{ coincides with the measure } \sigma_P \text{ in the sense that}
\end{align*}\]
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for all $g \in L^1(S, \Sigma_P, \sigma_P)$; here, the left hand side represents the Lebesgue integral of $g$ with respect to $\sigma_P$ and the right hand side is the integral of the measurable $d'$-form $g \sigma_P$. Furthermore, the measure $\sigma_P$ and the canonical Riemannian volume measure $\text{Vol}_S$ on $S$ are mutually absolutely continuous.

The following two lemmas will take us to the proof of this theorem. The first lemma lets us relate the smooth $d'$-form $d\sigma_{P,E} = d\sigma_P$ to the Jacobian induced by some parameterization $\varphi^{-1}$ via the Riemannian volume form $d\text{Vol}_R$ and $d\text{Vol}_S$.

**Lemma 3.2.5.** Let $(U, \varphi) \in \mathcal{A}(S)$ and $E \in \text{Exp}(P)$. Set $U = \varphi(U) \subseteq \mathbb{R}^{d'}$, $V = (0, 1) \times U$ and define $\rho_{E, \varphi} : V \to \mathbb{R}^d$ and $h_{E, \varphi} : U \to \mathbb{R}$, respectively, by

$$\rho_{E, \varphi}(y) = \psi_E(r, \varphi^{-1}) = r^E \varphi^{-1}(u)$$

for $y = (r, u) \in V$ and

$$h_{E, \varphi}(u) = \det \left( (E\varphi^{-1}(u) | D_u\varphi^{-1}(u)) \right)$$

for $u \in U$; here, the vertical bar separates the first column of the (necessarily) $d \times d$ matrix from the rightmost $d \times d'$ submatrix and $D_u\varphi^{-1}$ denotes the Jacobian in the coordinates $u = (u^1, u^2, \ldots, u^{d'}) \in U$. Then, $\rho_{E, \varphi}$ is a diffeomorphism onto its image $\rho_{E, \varphi}(V) = \tilde{U}_E$ and its Jacobian matrix $D\rho_{E, \varphi}$ has

$$\det(D\rho_{E, \varphi}(y)) = r^{d-E} h_{E, \varphi}(u)$$

for all $y = (r, u) \in V$. Furthermore, $h_{E, \varphi}$ is everywhere non-zero, smooth and

$$d\sigma_P = h_{E, \varphi}(u) \, du^1 \wedge du^2 \wedge \cdots \wedge du^{d'}$$

in the coordinates $u = (u^1, u^2, \ldots, u^{d'}) \in U$.

**Proof.** The map $\rho_{E, \varphi}$ is smooth because $\varphi$ is smooth. By virtually the same argument made in the proof of Proposition 3.1.3, which here uses the fact that $P \in C^\infty(\mathbb{R}^d)$, we conclude that $\rho_{E, \varphi}$ is a diffeomorphism onto

$$\rho_{E, \varphi}(V) = \bigcup_{0<r<1} r^E U = \tilde{U}_E$$

with inverse $\rho_{E, \varphi}^{-1}(x) = (P(x), \varphi((P(x))^{-E}x))$. For $y = (r, u) \in V$, observe that

$$D\rho_{E, \varphi}(y) = \left( \frac{d}{dr} (r^E \varphi^{-1}(u)) \right) \left| D_u [r^E \varphi^{-1}(u)] \right)$$

$$= \left( r^{E-1} E \varphi^{-1}(u) \right) \left. r^E D_u \varphi^{-1}(u) \right)$$

$$= r^E \left( \frac{1}{r} E \varphi^{-1}(u) \right) \left. D_u \varphi^{-1}(u) \right).$$
Using properties of the determinant, we have
\[
\det(D\rho_E(y)) = \det(r^E) \det\left( \frac{1}{r} E\varphi^{-1}(u) \right) \det(D_u\varphi^{-1}(u)),
\]
for all \( y = (r, u) \in V \) thus proving (3.25). It is clear that \( h_{E,\varphi} \) is smooth and, by virtue of the
fact that \( \rho_{E,\varphi} : (0, 1) \times U \to U_E \) is a diffeomorphism, (3.25) guarantees that \( h_{E,\varphi} \) is everywhere
non-vanishing. Finally, in view of Proposition 3.2.2 (and (3.23)), we find that
\[
\rho_{E,\varphi}(u) = \det \left( E\varphi^{-1}(u) \right) \det(D_u\varphi^{-1}(u)),
\]
for \( u \in U \) and so (3.26) is satisfied. \( \Box \)

**Lemma 3.2.6.** Let \( g \in L^1(S, \Sigma_P, \sigma_P) \) be supported on the domain of some chart on \( S \). Then, for
any \( (\mathcal{U}, \varphi) \in \mathcal{A}^+(S) \) such that \( \text{Supp}(g) \subseteq \mathcal{U} \), the pushforward \((\varphi^{-1})^{*}(g) = g \circ \varphi^{-1}\) is Lebesgue measurable on \( U = \varphi(\mathcal{U}) \subseteq \mathbb{R}^d \) and
\[
\int_{S} g(\eta) \sigma_P(d\eta) = \int_{U} (\varphi^{-1})^{*}(g) d\sigma_P.
\]

**Proof.** Let \((\mathcal{U}, \varphi)\) be a chart on \( S \) for which \( \text{Supp}(g) \subseteq \mathcal{U} \) and assume the notation of Lemma 3.2.5. Given \( E \in \text{Exp}(P) \), observe that
\[
f(x) = \mu_P \chi_{(0,1)}(P(x)) g(P(x)^{-E} x),
\]
defined for \( x \in \mathbb{R}^d \setminus \{0\} \), is supported on \( \tilde{U}_E = \rho_{E,\varphi}(V) \). An appeal to Corollary 3.1.2 guarantees that \( f \) is absolutely integrable on \( \rho_{E,\varphi}(V) \) and
\[
\int_{S} g(\eta) \sigma_P(d\eta) = \int_{\rho_{E,\varphi}(V)} f(x) dx.
\]
(3.27)

Given that \( \rho_{E,\varphi} \) is a diffeomorphism, an appeal to Theorem 15.11 of [2] guarantees that
\[
\int_{\rho_{E,\varphi}(V)} f(x) dx = \int_{V} f(\rho_{E,\varphi}(y)) \left| \det(D\rho_{E,\varphi}(y)) \right| dy;
\]
(3.28)
in particular, \( V \ni y \mapsto f(\rho_{E,\varphi}(y)) \left| \det(D\rho_{E,\varphi}(y)) \right| \) is Lebesgue measurable on \( \mathbb{R}^d \). Let us now view
the Lebesgue measure \( dy \) on \( \mathbb{R}^d \) as the completion of the product measure \( dr \times du \) on the product
space \( \mathbb{R} \times \mathbb{R}^d \). By virtue of Lemma 3.2.5, we have
\[
f(\rho_{E,\varphi}(y)) \left| \det(D\rho_{E,\varphi}(y)) \right| = f(r^E \varphi^{-1}(u)) r^{\mu_P - 1} |h_{E,\varphi}(u)| = \mu_P \chi_{(0,1)}(r) g(\varphi^{-1}(u)) r^{\mu_P - 1} |h_{E,\varphi}(u)| = \mu_P r^{\mu_P - 1} g(\varphi^{-1}(u)) |h_{E,\varphi}(u)|
\]
(3.29)

\(^{3}\)For more details on conventional notation in smooth manifold theory, the reader may reference [16].
for \( y = (r, u) \in V \). By virtue of Fubini’s theorem, \( dr \)-almost every \( r \in (0, 1) \), the \( r \)-section
\[
U \ni u \mapsto \mu_{tr} r^{n-1} g(\varphi^{-1}(u))|h_{E, \varphi}(u)|
\]
is Lebesgue measurable and, upon recalling that \( h_{E, \varphi} \) is smooth and everywhere nonzero, we conclude that \( (\varphi^{-1})^*(g) = g \circ \varphi^{-1} \) is Lebesgue measurable on \( U \). In view of (3.29), Fubini’s theorem also guarantees that
\[
\int_V f(\rho_{E, \varphi}(y))|\det(D\rho_{E, \varphi}(y))| \, dy = \int_{(0,1)} \int_U \mu_P r^{\mu_P-1} g(\varphi^{-1}(u))|h_{E, \varphi}(u)| \, du \, dr
\]
\[
= \int_U g(\varphi^{-1}(u))|h_{E, \varphi}(u)| \, du
\]
(3.30)

By combining (3.27), (3.28) and (3.30), we have shown that \( (\varphi^{-1})^* g = g \circ \varphi^{-1} \) is Lebesgue measurable on \( U = \varphi(U) \) and
\[
\int_S g(\eta) \sigma_P(d\eta) = \int_U g(\varphi^{-1}(u))|h_{E, \varphi}(u)| \, du.
\]

Finally, if \((U, \varphi) \in \mathcal{A}_+(S)\), an appeal to Proposition 3.2.2 and (3.26) of Lemma 3.2.5 guarantees that
\[
|h_{E, \varphi}(u)| = h_{E, \varphi}(u) = (d\sigma_P)_{\varphi^{-1}(u)}(\partial_{u^1}, \partial_{u^2}, \ldots, \partial_{u^{d'}}) > 0
\]
for all \( u = (u^1, u^2, \ldots, u^{d'}) \in U \) and thus
\[
\int_S g(\eta) \sigma_P(d\eta) = \int_U g(\varphi^{-1}(u))h_{E, \varphi}(u) \, du
\]
\[
= \int_U g(\varphi^{-1}(u))h_{E, \varphi}(u) \, du^1 \wedge du^2 \wedge \cdots \wedge du^{d'}
\]
\[
= \int_U (\varphi^{-1})^*(g \cdot d\sigma_P),
\]
as desired. \( \square \)

**Remark 4.** In studying the proof of Lemma 3.2.6, we deduce a slightly more general statement: Given any chart \( (U, \varphi) \in \mathcal{A}(S) \) and \( g \in L^1(S, \Sigma_P, \sigma_P) \) for which \( \text{Supp}(g) \subseteq U \), \( (\varphi^{-1})^* g \) is Lebesgue measurable on \( U = \varphi(U) \) and
\[
\int_S g(\eta) \sigma_P(d\eta) = \begin{cases} 
\int_U (\varphi^{-1})^*(g \, d\sigma_P) & \text{if } (U, \varphi) \in \mathcal{A}_+(S) \\
-\int_U (\varphi^{-1})^*(g \, d\sigma_P) & \text{if } (U, \varphi) \in \mathcal{A}_-(S) := \mathcal{A}(S) \setminus \mathcal{A}_+(S).
\end{cases}
\]

**Proof of Theorem 3.2.4.** In view of Proposition 3.2.1 and the discussion following its proof, it remains to prove the assertions in the last two sentences in the statement of the theorem. Given any \( F \in \Sigma_P \) and chart \((U, \varphi) \subseteq \mathcal{A}(S)\), we have \( \chi_{\varphi(F \cap U)} = (\varphi^{-1})^*(\chi_{F \cap U}) \) is Lebesgue measurable on \( U = \varphi(U) \) and so it follows (Exercise 4.6.2 of [19]) that \( F \in \mathcal{L}(S) \). Consequently, \( \mathcal{B}(S) \subseteq \Sigma_P \subseteq \mathcal{L}(S) \).
Let \( g \in L^1(S, \Sigma_P, \sigma_P) \), which is necessarily Lebesgue measurable on \( S \) in view of the results of the previous paragraph. Now, let \( \{ (U_j, \varphi_j) \} \subseteq A_+(S) \) be a countable atlas on \( S \) and let \( \{ \kappa_j \} \) be a smooth partition of unity subordinate to the cover \( \{ U_j \} \). For each \( j \in \mathbb{N} \), observe that \( \kappa_j g \in L^1(S, \Sigma_P, \sigma_P) \) and has \( \text{Supp}(\kappa_j g) \subseteq U_j \). By virtue of Lemma 3.2.6, we have \((\varphi_j^{-1})^*(\kappa_j g \, d\sigma_P)\) is integrable on \( U_j = \varphi(U_j) \) and

\[
\int_S \kappa_j(\eta)g(\eta)\sigma_P(d\eta) = \int_{U_j} (\varphi_j^{-1})^*(\kappa_j g \, d\sigma_P)
\]

for each \( j \in \mathbb{N} \). With the help of Proposition 3.2.2, it is easy to see that \( g \, d\sigma_P \) and \( \kappa_j g \, d\sigma_P \) (for \( j \in \mathbb{N} \)) are Lebesgue measurable \( d' \)-forms on \( S \). In view of (4.4.6) of [19], (3.31) ensures that, for each \( j \in \mathbb{N} \), \( \kappa_j g \, d\sigma_P \) is integrable (in the sense of forms) on \( S \) and

\[
\int_S \kappa_j(\eta)g(\eta)\sigma_P(d\eta) = \int_S \kappa_j g \, d\sigma_P.
\]

By the monotone convergence theorem, it follows that

\[
\sum_{j=1}^{\infty} \left| \int_S \kappa_j g \, d\sigma_P \right| = \sum_{j=1}^{\infty} \left| \int_S \kappa_j(\eta)g(\eta)\sigma_P(d\eta) \right| \leq \sum_{j=1}^{\infty} \int_S \kappa_j(\eta)|g(\eta)|\sigma_P(d\eta) = \|g\|_{L^1(S, \Sigma_P, \sigma_P)} < \infty.
\]

Therefore, in view of the construction on p. 242 of [19], we conclude that the \( d' \)-form \( g \, d\sigma_P \) is integrable and

\[
\int_S g(\eta)\sigma_P(d\eta) = \sum_{j=1}^{\infty} \int_S \kappa_j(\eta)g(\eta)\sigma_P(d\eta) = \sum_{j=1}^{\infty} \int_S \kappa_j g \, d\sigma_P = \int_S g \, d\sigma_P
\]

by virtue of the dominated convergence theorem; this is (3.24).

Finally, given that \( |\nabla P| \) is continuous and non-vanishing on the compact set \( S \),

\[
C_1 := \inf_S \frac{1}{|\nabla P|} \quad \text{and} \quad C_2 := \sup_S \frac{1}{|\nabla P|}
\]

are both positive real numbers. For each \( F \in \Sigma_P \subseteq \mathcal{L}(S) \), (3.24) guarantees that

\[
\sigma_P(F) = \int_S \chi_F(\eta)\sigma_P(d\eta) = \int_S \chi_F \, d\sigma_P
\]

By virtue of Proposition 3.2.2, it follows that

\[
C_1 \text{Vol}_S(F) = C_1 \int_S \chi_F \, d\text{Vol}_S \leq \int_S \frac{\chi_F}{|\nabla P|} \, d\text{Vol}_S = \int_S \chi_F \, d\sigma_P = \sigma_P(F)
\]

and

\[
\sigma_P(F) = \int_S \chi_F \, d\sigma_P = \int_S \frac{\chi_F}{|\nabla P|} \, d\text{Vol}_S \leq C_2 \int_S \chi_F \, d\text{Vol}_S = C_2 \text{Vol}_S(F)
\]

where we have used the definition of the Riemannian volume measure on \( S \), c.f., [1]. In short, there are positive constants \( C_1 \) and \( C_2 \) for which

\[
C_1 \text{Vol}_S(F) \leq \sigma_P(F) \leq C_2 \text{Vol}_S(F)
\]

for all \( F \in \Sigma_P \). In particular, (3.24) holds for all \( F \in \mathcal{B}(S) \) and so it follows that the completions of the \( \sigma \)-algebra \( \mathcal{B}(S) \) with respect to \( \sigma_P \) and \( \text{Vol}_S \) coincide. We know, however, that \( \text{Vol}_S \), which is defined on \( \mathcal{L}(S) \), is a Radon measure (Proposition 1.5 [1, Chapter XII]) and, by virtue of Proposition 3.1.15, it follows that \( \Sigma_P = \mathcal{L}(S) \) and (3.32) holds for all \( F \) in this common \( \sigma \)-algebra. Thus \( \sigma_P \) and \( \text{Vol}_S \) are mutually absolutely continuous and the theorem is proved. \[\square\]
We immediately obtain the following corollary which allows us to compute the Lebesgue integral with respect to $\sigma_P$ in coordinates.

**Corollary 3.2.7.** Let $g \in L^1(S, \mathcal{L}(S), \sigma_P)$. Then, given any countable (or finite) atlas $\{(U_j, \varphi_j)\} \subseteq A_+(S)$, smooth partition of unity $\{\kappa_j\}$ subordinate to $\{U_j\}$, and $E \in \text{Exp}(P)$,

$$
\int_S g(\eta) \sigma_P(d\eta) = \sum_j \int_S \kappa_j g d\sigma_P = \sum_j \int_{U_j} \kappa_j(\varphi^{-1}(u))g(\varphi^{-1}(u))h_{E,\varphi_j}(u) du
$$

where, for each $j$, $U_j = \varphi_j(U_j) \subseteq \mathbb{R}^{d'}$ and

$$
h_{E,\varphi_j}(u) = \det(E_{\varphi^{-1}(u)}|Du\varphi^{-1})
$$

for $u = (u^1, u^2, \ldots, u^{d'}) \in U_j$. 

Chapter 4

Van der Corput Lemmas and Estimating Oscillatory Integrals

In this chapter, we are interested in some technical results related to estimating one-dimensional oscillatory integrals of the form

\[ \int_a^b e^{i\Phi(x)} \psi(x) \, dx, \tag{4.1} \]

where \( \Phi, \psi \) are functions which satisfy certain hypotheses. In particular, \( \Phi \) is a real-valued function. Here, \( \Phi(x) \) is often referred to as the phase function, while \( \psi(x) \) the amplitude. Integrals of this form often appear in Fourier analysis and are treated extensively in this context (see Chapter 8 of [27], for example). In Section 4.1, we present a number of propositions and lemmas and prove a version of the Van der Corput lemma (Lemma 4.1.6), which is a key ingredient for obtaining our sup-norm estimate of convolution powers. The main approach we take to prove our preliminary results is fairly standard; however, we also take a more general approach by considering sub-level set estimates inspired by [20], which then gives the Van der Corput lemma as a special case. In Section 4.2, we apply our result to obtain decay estimates for the Fourier transform of the surface measure \( \sigma_P \) associated with a positive homogeneous polynomial \( P \) along the coordinate axes. These estimates are a partial improvement of the results in [12].

4.1 Estimating Oscillatory Integrals & the Van der Corput lemma

The following result helps us isolate the influences of the amplitude \( \psi \) and the phase \( \Phi \) on the decay of (4.1); its proof makes use of integration by parts.

\begin{lemma}
Let \( h \in L^1([a,b]) \) and \( g \in C^1([a,b]) \) be complex-valued. Then for any \( M \) such that

\[ \left| \int_a^x h(u) \, du \right| \leq M \]

for all \( x \in [a,b] \) we have

\[ \left| \int_a^b g(u)h(u) \, du \right| \leq M \left( \|g'\|_1 + \|g\|_\infty \right). \]
\end{lemma}
Proof. Since \( h \in L^1([a,b]) \), the function

\[
f(x) = \int_a^x h(u) \, du
\]

is absolutely continuous and \( f'(x) = h(x) \) almost everywhere. Further, because \( |f(x)| \leq M \) for all \( x \in [a,b] \), we have, by integration by parts,

\[
\int_a^b g(u)h(u) \, du = g(u)f(u)|_a^b - \int_a^b g'(u)f(u) \, du.
\]

It follows that

\[
\left| \int_a^b g(u)h(u) \, du \right| \leq |f(b)g(b)| + 0 + \int_a^b |f(u)||g'(u)| \, du \leq M \left( \|g\|_\infty + \|g'\|_1 \right).
\]

\[ \square \]

Remark 5. The assumption that \( g \) is once continuously differentiable can be weakened slightly to ask that \( g \) belongs to the Sobolev space \( W^{1,1}([a,b]) \). For the essential details, we refer the reader to [17] and specifically Theorem 7.16.

**Proposition 4.1.2.** Let \( \Phi \in C^2([a,b]) \) be a real-valued function for which \( \Phi' \) is monotonic and \( |\Phi'(x)| \geq \delta > 0 \) for all \( x \in [a,b] \), then

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq \frac{4}{\delta}.
\]

Proof. Observe that

\[
\int_a^b e^{i\Phi(x)} \, dx = \int_a^b \frac{1}{i\Phi'(x)} \left( \frac{d}{dx} e^{i\Phi} \right) \, dx = \frac{1}{i\Phi'(x)} e^{i\Phi}|^b_a - \int_a^b e^{i\Phi(x)} \frac{d}{dx} \left( \frac{1}{i\Phi'(x)} \right) \, dx
\]

where we have integrated by parts and used the fact that \( \Phi' \) never vanishes. Consequently,

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq \left| \frac{1}{\Phi'(b)} - \frac{1}{\Phi'(a)} \right| + \int_a^b \left| \frac{d}{dx} \left( \frac{1}{\Phi'(x)} \right) \right| \, dx.
\]

Since \( \Phi' \) is monotonic, the absolute value in the second term of the right hand side can be brought outside of the integral. Subsequently, we apply a fundamental theorem of calculus to this term to obtain the first assertion by taking

\[
C = \left| \frac{1}{\Phi'(b)} - \frac{1}{\Phi'(a)} \right| + \int_a^b \left| \frac{d}{dx} \left( \frac{1}{\Phi'(x)} \right) \right| \, dx = 2 \left| \frac{1}{\Phi'(b)} - \frac{1}{\Phi'(a)} \right| \leq \frac{4}{\delta}.
\]

\[ \square \]
4.1. ESTIMATING OSCILLATORY INTEGRALS & THE VAN DER CORPUT LEMMA

We note that the function $\Phi$ in the preceding proposition has no critical points on $[a, b]$. In what follows, we will extend the result of Proposition 4.1.2 by obtaining an estimate for

$$\left| \int_a^b e^{i\Phi(x)} \, dx \right|$$

where $\Phi$ is a real-valued function on $[a, b]$ such that for some $k \geq 2$ and $\delta > 0$ we have $\Phi \in C^k([a, b])$ and $|\Phi^{(k)}(x)| \geq \delta$ for all $x \in [a, b]$. To this end, we require the help from the forthcoming results (Proposition 4.1.3 and Lemma 4.1.4) to count and bound the (Lebesgue) measures of sub-level sets of $\Phi$, which have the form

$$E_\alpha = \{ t \in [a, b] : |\Phi(t)| \leq \alpha \}$$

for each $\alpha > 0$. Proposition 4.1.3 is inspired by Proposition 1.2 of [20].

**Proposition 4.1.3.** For an integer $k \geq 1$, suppose that $\Phi \in C^k([a, b])$ is real-valued and, for some $\delta > 0$, $|\Phi^{(k)}(t)| \geq \delta$ for all $t \in [a, b]$. Then, for each $\alpha > 0$, the sub-level set $E_\alpha := \{ t \in [a, b] : |\Phi(t)| \leq \alpha \}$ has

$$m(E_\alpha) \leq 2k \left( \frac{\alpha}{\delta} \right)^{1/k},$$

where $m$ denotes the Lebesgue measure on $\mathbb{R}$.

**Proof.** Since $\Phi$ is continuous, there is an integer $N$ for which $E_\alpha = \bigcup_{i=1}^N E_i$ where $E_i$ for $i = 1, 2, \ldots , N$ are disjoint compact intervals for which

$$\max E_1 \leq \min E_2 \leq \max E_2 \leq \cdots \leq \max E_{N-1} \leq \min E_N.$$

Slide each $E_i$ along $\mathbb{R}$ such that $\max E_i = \min E_{i+1}$ for $i = 1, 2, \ldots , k - 1$ to create a single closed interval $I$ with $m(I) = m(E_\alpha)$. Pick $k + 1$ equally spaced points $x'_0, x'_1, \ldots , x'_k$ in $I$ and move the intervals $E_i$ back to their original positions. The selected points are now $x_0, x_1, \ldots , x_k$ and satisfy

$$|x_j - x_l| \geq m(E_\alpha) \frac{|j - l|}{k}, \text{ for } j, l = 0, 1, \ldots , k \quad (4.2)$$

Let us now consider the Lagrange interpolation polynomial

$$h(x) = \sum_{j=0}^k \Phi(x_j)p_j(x)$$

where

$$p_j(x) = \prod_{l=0}^k \frac{(x - x_j)}{(x_l - x_j)}$$

for $j = 0, 1, \ldots , k$. As designed, each $p_j$ is a $k$th-order polynomial and $h$ interpolates $\Phi$ at the points $x_0, x_1, \ldots , x_k$. In particular, $F(x) := h(x) - \Phi(x)$ vanishes at $x_0, x_1, \ldots , x_k$ and is necessarily
\textit{k}-times continuously differentiable on \([a, b]\). It follows that there are \(k\) points \(y_1 < y_2 < \cdots < y_k\) such that \(x_0 < y_1 < x_1 < y_2 < x_2 < \cdots < y_k < x_k\) and

\[
F'(y_1) = F'(y_2) = \cdots = F'(y_k) = 0.
\]

Upon repeating this argument an additional \(k - 1\) times, we find that \(F^{(k)}(\xi) = 0\) at some \(\xi \in (a, b)\) and here,

\[
\Phi^{(k)}(\xi) = h^{(k)}(\xi) = \sum_{j=0}^{k} \Phi(x_j)p_j^{(k)}(\xi).
\]

By virtue of (4.2), for each \(j = 0, 1, 2, \ldots, k\),

\[
|p_j^{(k)}(\xi)| = k! \prod_{l=0}^{k} \frac{1}{|x_l - x_j|} \leq k! \left( \frac{k^k}{m(E\alpha)^k} \prod_{l=0}^{k} \frac{1}{|j - l|} \right) = \frac{k^k}{m(E\alpha)^k} \frac{k!}{j!(k-j)!} = \frac{k^k}{m(E\alpha)^k} \binom{k}{j}.
\]

Because \(\delta \leq |\Phi^{(k)}(\xi)|\) and \(|\Phi(x_j)| \leq \alpha\) for each \(j = 0, 1, 2, \ldots, k\), it follows that

\[
\delta \leq \sum_{j=0}^{k} \Phi(x_j)p_j^{(k)}(\xi) \leq \sum_{j=0}^{k} \alpha |p_j^{(k)}(\xi)| \leq \frac{\alpha k^k}{m(E\alpha)^k} \sum_{j=0}^{k} \binom{k}{j} = \frac{\alpha (2k)^k}{m(E\alpha)^k}
\]

where we have made use of the binomial theorem. Consequently,

\[
m(E\alpha) \leq 2k \left( \frac{\alpha}{\delta} \right)^{1/k}.
\]

\[
\textbf{Lemma 4.1.4.} \textit{Given an integer } k \geq 1, \textit{suppose that } f \in C^k([a, b]) \textit{is a real-valued function for which } |f^{(k)}(t)| > 0 \textit{for all } t \in [a, b]. \textit{Then } [a, b] \textit{has a minimal cover of compact subintervals } I_1, I_2, \ldots, I_l \textit{with } l \leq k, \textit{for which the restriction of } f \textit{to each subinterval is strictly monotonic.}
\]

\[
\textbf{Proof.} \textit{We will prove this lemma by induction on } k. \textit{When } k = 1, \textit{the hypothesis ensures that } f \textit{is strictly monotonic on } [a, b], \textit{as asserted. We now suppose that, for } k \geq 1, f \in C^{k+1}([a, b]) \textit{and } f^{(k)}(t) > 0 \textit{for all } t \in [a, b], \textit{the case in which } f^{(k)}(t) < 0 \textit{is similar. Our inductive hypothesis guarantees a minimal cover } I_1, I_2, \ldots, I_l \textit{of } [a, b] \textit{where } l \leq k \textit{and each } I_j \textit{is a compact interval on which } f' \textit{is strictly monotonic. Given that a strictly monotonic function can intersect } 0 \textit{at most once on its domain, } f \textit{must have, at most, } l \textit{critical points in the interval } (a, b), \textit{one for each interval } I_1, I_2, \ldots, I_l. \textit{If there are no critical points, then } f \textit{is necessarily strictly monotonic on } [a, b] \textit{and the desired result holds. Otherwise, denote by } x_1, x_2, \ldots, x_m \textit{the critical points of } f \textit{where, necessarily, } m \leq l \leq k, \textit{and we have arranged these points so that } a < x_1 < x_2 < \cdots < x_m < b. \textit{In this case, } f \textit{is strictly monotonic on the } m + 1 \textit{compact intervals } [a, x_1], [x_1, x_2], \ldots, [x_{m-1}, x_m], [x_m, b]. \textit{Of course, } m + 1 \leq l + 1 \leq k + 1 \textit{and so the assertion holds for } k + 1. \]

Now we are ready to prove the following extension of Proposition 4.1.2 to deal with cases where \(\Phi(x)\) has critical points. From here, Lemma 4.1.1 gives us an estimate for more general oscillatory integrals where \(\Phi(x)\) is not necessarily the constantly 1 functions. A special case of this (where \(k = 2\)) is a version of the Van der Corput lemma which we will state as Lemma 4.1.6 and prove.
Proposition 4.1.5. Let \( \Phi \) be a real-valued function on \([a, b]\) and suppose that, for some \( k \geq 2 \), \( \Phi \in C^k([a, b]) \) and \( |\Phi^{(k)}(x)| \geq \delta \) for all \( x \in [a, b] \) where \( \delta > 0 \). Then

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq \frac{2k \cdot (2(k - 1))^{\frac{1}{k}}}{\delta^{\frac{1}{k}}},
\]

Proof. Define, for \( \alpha > 0 \),

\[
I(\alpha) = \int_{\{x \in [a, b] : |\Phi'(x)| \geq \alpha\}} e^{i\Phi(x)} \, dx
\]

and observe that

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq \left| \int_{\{x \in [a, b] : |\Phi'(x)| \geq \alpha\}} e^{i\Phi(x)} \, dx \right| + \left| \int_{\{x \in [a, b] : |\Phi'(x)| < \alpha\}} e^{i\Phi(x)} \, dx \right|
\]

\[
\leq |I(\alpha)| + m(E_{\alpha}) \leq |I(\alpha)| + 2(k - 1) \left( \frac{\alpha}{\delta} \right)^{\frac{1}{k - 1}}
\]

for all \( \alpha > 0 \) by virtue of Proposition 4.1.3.

Let’s estimate \( I(\alpha) \). In view of Lemma 4.1.4, there is a minimal cover of \([a, b]\) containing at most \((k - 1)\) compact intervals on which \( \Phi' \) is strictly monotonic. For any \( \alpha > 0 \), by removing the set \( E_{\alpha} \) from \([a, b]\), we obtain at most \(2(k - 1)\) compact intervals \( I_1, I_2, \ldots, I_l\) covering \( \{x \in [a, b] : |\Phi'| \geq \alpha\} = [a, b] \setminus E_{\alpha} \) and on each of which \( \Phi' \) is strictly monotonic. Applying Proposition 4.1.2 to each such interval and using the triangle inequality we find

\[
|I(\alpha)| \leq I \frac{2}{\alpha} \leq 2(k - 1) \frac{2}{\alpha} = \frac{4(k - 1)}{\alpha}
\]

which holds for all \( \alpha > 0 \). Consequently,

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq \frac{4(k - 1)}{\alpha} + 2(k - 1) \left( \frac{\alpha}{\delta} \right)^{1/(k-1)} = 2(k - 1) \left( \frac{2}{\alpha} + \left( \frac{\alpha}{\delta} \right)^{1/(k-1)} \right)
\]

for all \( \alpha > 0 \) and therefore

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq 2(k - 1) \inf_{\alpha > 0} \left( \frac{2}{\alpha} + \left( \frac{\alpha}{\delta} \right)^{1/(k-1)} \right).
\]

It is easily shown that this infimum is attained at

\[
\alpha_0 = \delta^{\frac{1}{k}} \left[ 2(k - 1) \right]^{\frac{k-1}{k}}
\]

and so it follows that,

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq 2(k - 1) \left( \frac{2}{\alpha_0} + \left( \frac{\alpha_0}{\delta} \right)^{\frac{1}{k - 1}} \right) = \frac{2k \cdot (2(k - 1))^{\frac{1}{k}}}{(\delta)^{\frac{1}{k}}},
\]

as desired. It follows that for any choice of \( \alpha > 0 \),

\[
\left| \int_a^b e^{i\Phi(x)} \, dx \right| \leq \frac{4(k - 1)}{\alpha} + 2(k - 1) \left( \frac{\alpha}{\delta} \right)^{\frac{1}{k - 1}} = 2(k - 1) \left[ \frac{2}{\alpha} + \left( \frac{\alpha}{\delta} \right)^{\frac{1}{k - 1}} \right] =: f(\alpha),
\]
Now,

\[ f'(\alpha) = \frac{2}{\alpha^2} \left[ \alpha^{k-1} \delta^{\frac{1}{k-1}} - 2(k-1) \right] = 0 \iff \alpha = \delta^{\frac{1}{k}} 2(k-1)^{\frac{1}{k-1}}. \]

With this choice of \( \alpha \), we have that \( f(\alpha) \) attains a minimum:

\[
\begin{align*}
    f''(\alpha) &= \frac{2(k-1)}{\alpha^3} \left[ 4 - \frac{k-2}{(k-1)^2} \alpha^{k-1} \delta^{k-1} \right] \\
    &= \frac{2(k-1)}{\alpha^3} \left[ 2 - \frac{k-2}{(k-1)^2} 2(k-1) \delta^{k-1} \delta^{k-1} \right] \\
    &= \frac{4(k-1)}{\alpha^3} \left( 2 - \frac{k-2}{k-1} \right) \\
    &\geq 0
\end{align*}
\]

and that

\[
\begin{align*}
    \left| \int_a^b g(u) e^{i\Phi(u)} \, du \right| &\leq 2(k-1) \left[ \frac{2}{\alpha} + \left( \frac{\alpha}{\delta} \right)^{\frac{1}{k-1}} \right] \\
    &= 2(k-1) \left[ 2\delta^{\frac{1}{k}} \left( 2(k-1) \right)^{\frac{1-k}{k}} + \left\{ \delta^{\frac{k-1}{k}} \left( 2(k-1)^{\frac{k-1}{k}} \right) \right\} \right]^{\frac{1}{k-1}} \\
    &= 2 \left[ \frac{2(k-1)}{\delta} \right]^{\frac{1}{k}} + 2(k-1) \left[ \frac{2(k-1)}{\delta} \right]^{\frac{1}{k}} \\
    &= \frac{2k \cdot 2(k-1)^{\frac{1}{k}}}{\delta^{\frac{1}{k}}}
\end{align*}
\]

as desired. \( \square \)

Finally, the following lemma is a version of the Van der Corput lemma which we will use to obtain sup-norm estimates for convolution powers in the next chapter.

\[ \text{Lemma 4.1.6. Let } g \in C^1([a,b]) \text{ be complex-valued and let } \Phi \in C^2([a,b]) \text{ be real-valued such that } \Phi''(x) \neq 0 \text{ for all } x \in [a,b]. \text{ Then}
\]

\[ \left| \int_a^b g(u) e^{i\Phi(u)} \, du \right| \leq \min \left\{ \frac{4}{\delta}, \frac{8}{\sqrt{\rho}} \right\} (\|g'\|_1 + \|g\|_\infty), \]

where \( \delta = \inf_{x \in [a,b]} |\Phi'(x)| \) and \( \rho = \inf_{x \in [a,b]} |\Phi''(x)| \).

\[ \text{Proof. Since } \Phi'' \text{ never changes sign on } [a,b], \Phi' \text{ must be monotonic on } [a,b]. \text{ As a result, we can combine Proposition 4.1.2 and Proposition 4.1.5 (with } k = 2 \text{) to find}
\]

\[ \left| \int_a^b e^{i\Phi(u)} \, du \right| \leq \min \left\{ \frac{4}{\delta}, \frac{8}{\sqrt{\rho}} \right\}
\]

for any \( x \in [a,b] \). Setting \( h(u) = e^{i\Phi(u)} \) we note that the functions \( g \) and \( h \) are those in Lemma 4.1.1, from which the desired result follows immediately. \( \square \)
4.2 An application

An important application of the facts regarding oscillatory integrals in the preceding section is in the study of averaging operators and the decay of the Fourier transform of surface-carried measures. Here, we will follow the beginning of Chapter 8 of [27] to give some motivational context.

In $\mathbb{R}^d$, the averaging operator $A$ that gives for each function $f$ its average over the unit hypersphere centered at $x$ is defined by

$$A(f)(x) = \frac{1}{\Theta(S)} \int_S f(x - y) \Theta(dy)$$

where $\Theta$ is the induced measure on the unit hypersphere $S_{d-1}$. $A$ smooths $f$ in several senses, the simplest one is given by Proposition 1.1 of [27], which states that the mapping $f \mapsto A(f)$ from $L^2(\mathbb{R}^d)$ to the Sobolev space $W^{k,2}(\mathbb{R}^d) = H^2(\mathbb{R}^d)$ with $k = (d - 1)/2$ is bounded.\(^1\) The proof of this statement relies on a crucial fact, which is that the Fourier transform of the canonical spherical measure $\Theta$, denoted by $\hat{\Theta}$, can be written as

$$\hat{\Theta}(\xi) = 2\pi |\xi|^{-d/2+1} J_{d/2}(2\pi |\xi|),$$

from which and the known asymptotic behavior of the Bessel functions $J_m$ of order $m$ one finds

$$|\hat{\Theta}(\xi)| \leq O(|\xi|^{-(d-1)/2}) \quad (4.3)$$

as $|\xi| \to \infty$. We thus see that the knowledge of how the Fourier transform of the spherical measure decays allows us to learn something about the averaging operator $A$. The natural next step is to generalize the estimate in (4.3). Chapter 8.3 of [27] provides an excellent summary of results relating the curvature of hypersurfaces and the associated decay estimates. While this is interesting in its own right, for the remainder of this section, we shall turn our attention to directly obtaining decay estimates of the Fourier transform of a measure $\sigma$ associated with a positive homogeneous polynomial $P$ along the coordinate axes, using only the facts about oscillatory integrals provided in the preceding section. We will then compare our results to [12], which studies various mathematical objects derived from estimates on Fourier transforms of hypersurface measures, and demonstrate that when restricted to only finding decay estimates along the coordinate axes, our result is slightly more optimal.

To start, let us consider the polynomial $P$ of the form

$$P(x_1, x_2) = x_1^2 + x_2^4.$$

An appeal to Corollary 3.2.7 gives us an expression for the Fourier transform of the measure $\hat{\sigma}_P(\xi) = \hat{\sigma}_P(\xi_1, \xi_2)$:

$$2\pi \hat{\sigma}_P(\xi) = \int_S e^{-i\xi \cdot \eta} \sigma_P(d\eta)$$

where of course

$$S = \{\eta \in \mathbb{R}^d : P(\eta) = 1\}.$$

From Theorem 1.1 of [12], we have that for any $\xi \in \mathbb{R}^d$ with sufficiently large $|\xi|$, there is a constant $C$ for which

$$|\hat{\sigma}_P(\xi)| \leq C |\xi|^{1/4}. \quad (4.4)$$

\(^1\)For definitions of these mathematical objects, the reader may refer to Chapter 1 of [27].
With this result in mind, we shall restrict ourselves to only the coordinate axes, i.e., we now study how $|\tilde{\sigma}_P(\xi_1,0)|$ and $|\tilde{\sigma}_P(0,\xi_2)|$ decay. Given $S$, we consider a finite atlas of charts $\{(U_\alpha, \varphi_\alpha^{-1})\}$ with $\alpha = 1, 2, 3, 4$ given by

\[
\begin{align*}
\varphi_1 &: (-a, a) \to S \\
\varphi_2 &: (-a, a) \to S \\
\varphi_3 &: (-b, b) \to S \\
\varphi_4 &: (-b, b) \to S
\end{align*}
\]

where $0 < a < 1$ and $(1-a^2)^{1/4} = b$. Further, set $S_\alpha = \varphi_\alpha((-a, a))$ for $\alpha = 1, 2$ and $S_\alpha = \varphi_\alpha((-b, b))$ for $\alpha = 3, 4$. Figure 4.1 shows the parameterization associated with this atlas.

Note that the atlas $\{(U_\alpha, \varphi_\alpha^{-1})\}$ is defined so that it is positively oriented. We find the $P$-adapted surface area scaling factor to be

\[
h_{E,\varphi_1}(u) = h_{E,\varphi_2}(u) = \det \begin{pmatrix} \frac{1}{2} \sqrt{1-u^4} & -\frac{2u^3}{\sqrt{1-u^4}} \\ \frac{1}{4}u & 1 \end{pmatrix} = \frac{1}{2\sqrt{1-u^4}}
\]

for $u \in (-a, a)$ and

\[
h_{E,\varphi_3}(u) = h_{E,\varphi_4}(u) = \det \begin{pmatrix} -\frac{1}{4}(1-u^2)^{1/4} & \frac{1}{2(1-u^2)^{3/4}} \\ \frac{1}{2}u^{2/4} & 1 \end{pmatrix} = \frac{1}{4(1-u^2)^{3/4}}
\]

for $u \in (-b, b)$. We want to break this integral up into a sum over the $S_\alpha$'s. To this end, putting $A = (-a, a), B = (-b, b)$, we let a partition of unity $\{\rho_\alpha\}$ where $\alpha = 1, 2, 3, 4$ subordinate to the
cover \( \{ \varphi_1(A), \varphi_2(A), \varphi_3(B), \varphi_4(B) \} \) associated with the atlas above. With this, we have

\[
2\pi \hat{\sigma}_P(\xi) = \int_S e^{-i\xi \cdot \sigma_P(d\eta)} = \sum_{\alpha=1}^4 \int_{S_\alpha} \rho_\alpha e^{-i\xi \cdot \sigma_P(d\eta)} \leq \sum_{\alpha=1}^4 \int_{S_\alpha} e^{-i\xi \cdot \sigma_P(d\eta)} \leq \int_a^a e^{-i\xi \cdot \varphi_1(u)} h_{E,\varphi_1}(u) du + \int_{-a}^a e^{-i\xi \cdot \varphi_2(u)} h_{E,\varphi_2}(u) du + \int_{-b}^b e^{-i\xi \cdot \varphi_3(u)} h_{E,\varphi_3}(u) du + \int_{-b}^b e^{-i\xi \cdot \varphi_4(u)} h_{E,\varphi_4}(u) du.
\]

### 4.2. Application

It follows that there is a positive constant \( C \) for which

\[
|I_1(\xi)| \leq \frac{C}{|\xi_2|} \quad \text{and} \quad |I_2(\xi)| \leq \frac{C}{|\xi_2|}.
\]

For each of \( I_1 \) and \( I_2 \), the phase function is real-valued, twice-differentiable and has monotonic first derivative whose absolute value is greater than or equal to \( |\xi_2| > 0 \) on \((-a, a)\). Moreover, the amplitude function is once-differentiable on \((-a, a)\). Thus, we can appeal to Lemma 4.1.1 and Proposition 4.1.2 to find a positive constant \( C \) for which

\[
|I_3(\xi)| \leq \frac{C}{|\xi_2|^{1/2}} \quad \text{and} \quad |I_4(\xi)| \leq \frac{C}{|\xi_2|^{1/2}}.
\]

To estimate \( |I_3(\xi)| \) and \( |I_4(\xi)| \), we first let \( \Phi(u) = (1 - u^2)^{1/4} \). We have that \( \Phi'(u) = 0 \) if and only if \( u = 0 \), and that the smallest integer \( k \) for which \( \Phi^{(k)}(u) \neq 0 \) for all \( u \in [-a, a] \) is \( k = 2 \). Another appeal to Lemma 4.1.6 yields

\[
|I_3(\xi)| \leq \frac{C}{|\xi_2|^{1/2}} \quad \text{and} \quad |I_4(\xi)| \leq \frac{C}{|\xi_2|^{1/2}}.
\]

It follows that there is a positive constant \( C \) for which

\[
|\hat{\sigma}_P(\xi)| = |\hat{\sigma}_P(0, \xi_2)| \leq \frac{C}{|\xi_2|^{1/2}}.
\]

for all \( \xi = (0, \xi_2) \) where \( \xi_2 \in \mathbb{R} \setminus \{0\} \). In the case that \( \xi_2 = 0 \), we can evaluate the integrals, and no estimates are needed. We see that this estimate is sharper than in estimate in (4.4).
4.2.2 Decay along the $\xi_1$-axis

When $\xi = (\xi_1, 0)$ we have

$$2\pi \hat{\sigma}_P(\xi) = \int_{-a}^{a} e^{-i\xi_1 \sqrt{1-u^4}} \frac{1}{2\sqrt{1-u^4}} du + \int_{-a}^{a} e^{+i\xi_1 \sqrt{1-u^4}} \frac{1}{2\sqrt{1-u^4}} du + \int_{-b}^{b} e^{-i\xi_1 u} \frac{1}{4(1-u^2)^{3/4}} du + \int_{-b}^{b} e^{+i\xi_1 u} \frac{1}{4(1-u^2)^{3/4}} du$$

$$:= I_1(\xi_1) + I_2(\xi_1) + I_3(\xi_1) + I_4(\xi_1).$$

In view of Lemma 4.1.6, we have

$$|I_3(\xi_1)| \leq \frac{C}{|\xi_1|} \quad \text{and} \quad |I_4(\xi_1)| \leq \frac{C}{|\xi_1|}.$$

for some positive constant $C$. To estimate $|I_1(\xi_2)|$ and $|I_2(\xi_2)|$, we first let $\Phi(u) = \sqrt{1-u^4}$. We have that $\Phi'(u) = 0$ if and only if $u = 0$, and that the smallest integer $k$ for which $\Phi^{(k)}(u) \neq 0$ for all $u \in [-b, b]$ is $k = 4$. Another appeal to Lemma 4.1.6 yields

$$|I_1(\xi_1)| \leq \frac{C}{|\xi_1|^{1/4}} \quad \text{and} \quad |I_2(\xi_1)| \leq \frac{C}{|\xi_1|^{1/4}}.$$

It follows that there is a positive constant $C$ for which

$$|\hat{\sigma}_P(\xi)| = |\hat{\sigma}_P(\xi_1, 0)| \leq \frac{C}{|\xi_1|^{1/4}}.$$

for all $\xi = (\xi_1, 0)$ where $\xi_1 \in \mathbb{R}$. This estimate is consistent with (4.4).
Chapter 5

Application: Estimating convolution powers of complex-valued functions on $\mathbb{Z}^d$

In this chapter, we utilize our generalized polar-coordinate integration formula and the Van der Corput lemmas from the preceding chapter to obtain sup-norm-type estimates for convolution powers of “sufficient nice” complex-valued functions $\phi$ defined on the $d$-dimensional integer lattice. Section 5.1 covers the necessary theory and includes the main theorem (Theorem 5.1.2). Section 5.2 shows how this theory is applied through some examples. This chapter is essentially as it appears in Section 3 of [5].

5.1 An application: Estimates for convolution powers

This section can be summarized as follows. We first give some historical context related to the study of convolution powers and define the class of aforementioned “sufficiently nice” functions, denoted by $S_d$, whose convolution power estimates we wish to obtain. This class of functions, a subspace of $\ell^1(\mathbb{Z}^d)$, is a discrete analogue of the Schwartz class. Since our approach relies heavily on the relationship between the Fourier transform and the convolution product, we define both operations for all functions in $\ell^1(\mathbb{Z}^d)$. From here, with the assumption that $\phi \in S_d$, we can consider the Taylor expansions $\Gamma_{\xi_0}$ of the Fourier transform of $\phi$, denoted by $\hat{\phi}$, around the points $\xi_0$ where $\hat{\phi}$ is maximized. As we will see, the leading polynomials in $\Gamma_{\xi_0}$ are related to the positive homogeneous functions in Chapter 2 and its subtypes (subhomogeneous and strongly subhomogeneous of order $k$) and give rise to a homogeneous order $\mu_{\xi_0}$ depending on the “type” of $\xi_0$. We then show that the smallest homogeneous order over all admissible $\xi_0$’s dictates the power-law decay of the sup-norm of the convolution powers $\phi^{(n)}$.

We denote by $\ell^1(\mathbb{Z}^d)$ the set of absolutely summable functions, i.e., $\phi : \mathbb{Z}^d \to \mathbb{C}$ for which

$$\|\phi\|_1 := \sum_{x \in \mathbb{Z}^d} |\phi(x)| < \infty.$$
Given $\psi, \phi \in \ell^1(\mathbb{Z}^d)$, the convolution product $\psi * \phi \in \ell^1(\mathbb{Z}^d)$ is defined by

$$(\psi * \phi)(x) = \sum_{y \in \mathbb{Z}^d} \psi(x-y)\phi(y)$$

for $x \in \mathbb{Z}^d$. For a given $\phi \in \ell^1(\mathbb{Z}^d)$, we are interested in the asymptotic behavior of its convolution powers $\phi^{(n)} \in \ell^1(\mathbb{Z}^d)$ defined iteratively by $\phi^{(n)} = \phi^{(n-1)} * \phi$ for $n \geq 1$ where $\phi^{(0)} = \phi$.

There are known theories for special cases of $\phi$. When $\phi$ is non-negative (and satisfies mild summability conditions), the asymptotic behavior of $\phi^{(n)}$ is well understood and is the subject of the local (central) limit theorem. For accounts of this history and its connection to probability and random walk theory, the reader may refer to [15] and [25] (see also Section 7.6 of [22]). When $\phi$ is generally complex-valued (or simply a real-valued function taking on both positive and negative values), its convolution powers can exhibit exotic behaviors not seen in the probabilistic setting. For example, Figure 5.1 shows the real part and the modulus of $\phi^{(n)}$ for $n = 400$ and $n = 1500$ where $\phi : \mathbb{Z}^d \to \mathbb{C}$ is given by

$$\phi(x, y) = \frac{1}{192} \times \begin{cases} 144 - 64i & (x, y) = (0, 0) \\ 16 + 16i & (x, y) = (\pm 1, 0) \text{ or } (0, \pm 1) \\ -4 & (x, y) = (\pm 2, 0) \text{ or } (0, \pm 2) \\ i & (x, y) = \pm (1, 1) \\ -i & (x, y) = \pm (1, -1) \\ 0 & \text{otherwise.} \end{cases}$$

The problem of describing these behaviors dates back to Erastus L. De Forest in his study of data smoothing in the nineteenth century and was further pursued by Isaac J. Schoenberg and Thomas N. E. Greville. In the 1960’s, spurred by advancements in scientific computing, the study was reinvigorated by its application to numerical solutions to partial differential equations. [7] provides a full account of this history and references to the literature. Regarding recent developments, mostly in the context of one spatial dimension, we encourage the reader to see the articles [6,7,21,22]. Concerning global space-time estimates, [7] establishes Gaussian and sub-Gaussian estimates for the convolution powers of finitely-supported complex-valued functions on $\mathbb{Z}$ whose Fourier transform (characteristic function) satisfies certain hypotheses and the article [6] focuses on Gaussian estimates and extends results of [7] and [22]. The articles [7] and [21] treat local limit theorems and sup norm estimates for the convolution powers of complex-valued functions on $\mathbb{Z}$; the latter provides a complete description of local limit theorems and sup norm estimates for the class of finitely-supported complex-valued functions on $\mathbb{Z}$, essentially resolving De Forest’s problem. In the general context of $\mathbb{Z}^d$, [22] treats local limit theorems, global space-time estimates and sup norm estimates for the convolution powers of complex-valued functions whose Fourier transform satisfies certain assumption discussed below.

In this section, we focus on sup-norm-type estimates for convolution powers of complex-valued functions on $\mathbb{Z}^d$. Our main result, Theorem 5.1.2, partially extends results of [21] and [22], and its proof makes use of Theorem 3.1.1 and the Van der Corput lemma. A forthcoming article will present a theory of local limit theorems for complex-valued functions on $\mathbb{Z}^d$ satisfying the hypotheses of Theorem 5.1.2. The Fourier transform is essential to our analysis and is defined as
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follows: Given \( \phi \in \ell^1(\mathbb{Z}^d) \), the Fourier transform of \( \phi \) is the function \( \hat{\phi} : \mathbb{R}^d \rightarrow \mathbb{C} \) defined by

\[
\hat{\phi}(\xi) = \sum_{x \in \mathbb{Z}^d} \phi(x)e^{ix \cdot \xi}
\]

for \( \xi \in \mathbb{R}^d \). As in [22], we shall focus on the subspace \( S_d \) of \( \ell^1(\mathbb{Z}^d) \) consisting of those \( \phi : \mathbb{Z}^d \rightarrow \mathbb{C} \) for which

\[
\| x^\beta \phi(x) \|_1 = \sum_{x \in \mathbb{Z}^d} \left| x^\beta \phi(x) \right| = \sum_{x \in \mathbb{Z}^d} \left| (x^1)^{\beta_1} (x^2)^{\beta_2} \cdots (x^d)^{\beta_d} \phi(x^1, x^2, \ldots, x^d) \right| < \infty
\]

for each multi-index \( \beta = (\beta_1, \beta_2, \ldots, \beta_d) \in \mathbb{N}^d \). \( S_d \) is a discrete analogue of the Schwartz class of functions and contains all finitely supported complex-valued functions on \( \mathbb{Z}^d \). It is easy to see that \( \hat{\phi} \in C^\infty(\mathbb{R}^d) \) whenever \( \phi \in S_d \). As discussed in [7, 21, 22, 28], the asymptotic behavior of the iterative convolution powers \( \phi^{(n)} \) of \( \phi \in S_d \) is characterized by the local behavior of \( \hat{\phi} \) near points at which \( \hat{\phi} \) is maximized in absolute value. For simplicity of our analysis, we shall focus on those \( \phi \in S_d \) which have been suitably normalized so that \( \sup_{\xi} |\hat{\phi}(\xi)| = 1 \) and, in this case, we define

\[
\Omega(\phi) = \left\{ \xi \in T^d : |\hat{\phi}(\xi)| = 1 \right\}
\]
where \( T^d = (-\pi, \pi]^d \). For each \( \xi_0 \in \Omega(\phi) \), consider \( \Gamma_{\xi_0} : U \to \mathbb{C} \) defined by

\[
\Gamma_{\xi_0}(\xi) = \log \left( \frac{\phi(\xi + \xi_0)}{\phi(\xi_0)} \right)
\]

for \( \xi \in U \) where \( U \subseteq \mathbb{R}^d \) is a convex open neighborhood of \( 0 \) which is small enough to ensure that \( z \mapsto \log(z) \), the principal branch of the logarithm, is defined and continuous on \( \{ \phi(\xi + \xi_0)/\phi(\xi_0) : \xi \in U \} \). Because \( \hat{\phi} \) is smooth, \( \Gamma_{\xi_0} \in C^\infty(U) \) and so we can use Taylor’s theorem to approximate \( \Gamma_{\xi_0} \) near \( 0 \). More precisely, we can write

\[
\Gamma_{\xi_0}(\xi) = i\alpha_{\xi_0} \cdot \xi - i \left( Q_{\xi_0}(\xi) + \tilde{Q}_{\xi_0}(\xi) \right) - \left( R_{\xi_0}(\xi) + \tilde{R}_{\xi_0}(\xi) \right)
\]

(5.1)

where \( \alpha_{\xi_0} \in \mathbb{R}^d \), \( Q_{\xi_0} \) and \( R_{\xi_0} \) are real-valued polynomials which vanish at \( 0 \) and contain no linear terms, and \( \tilde{Q}_{\xi_0} \) and \( \tilde{R}_{\xi_0} \) are real-valued smooth functions on \( U \) which vanish at \( 0 \). The fact that this expansion contains no real linear part is seen necessary because \( \xi_0 \) is a local maximum for \( |\hat{\phi}| \). The vector \( \alpha_{\xi_0} \in \mathbb{R}^d \) is said to be the drift\(^1\) associated to \( \xi_0 \). Motivated by Thomée [28], we introduce the following definition for the “types” of \( \xi_0 \).

\begin{definition}
Let \( \phi \in S_d \) with \( \sup_{\xi} |\hat{\phi}(\xi)| = 1 \) and, given \( \xi_0 \in \Omega(\phi) \), consider the expansion (5.1) above.

1. We say that \( \xi_0 \) is of \textit{positive homogeneous type} for \( \hat{\phi} \) if \( R_{\xi_0} \) is positive homogeneous and, there exists \( E \in \text{Exp}(R_{\xi_0}) \) for which \( Q_{\xi_0} \) is homogeneous with respect to \( E \) and both \( \tilde{R}_{\xi_0} \) and \( \tilde{Q}_{\xi_0} \) are subhomogeneous with respect to \( E \). In this case, we will write \( \mu_{\xi_0} = \mu_{R_{\xi_0}} \).

2. We say that \( \xi_0 \) is of \textit{imaginary homogeneous type} for \( \hat{\phi} \) if \( |Q_{\xi_0}| \) and \( R_{\xi_0} \) are both positive homogeneous and, there exists \( E \in \text{Exp}(|Q_{\xi_0}|) \) and \( k > 1 \) for which \( R_{\xi_0} \) is homogeneous with respect to \( E/k \), \( \tilde{Q}_{\xi_0} \) is strongly subhomogeneous with respect to \( E \) of order \( 2 \), and \( \tilde{R}_{\xi_0} \) is strongly subhomogeneous with respect to \( E/k \) of order \( 1 \). In this case, we write \( \mu_{\xi_0} = \mu_{|Q_{\xi_0}|} \).

In either case, \( \mu_{\xi_0} \) is said to be the homogeneous order associated to \( \xi_0 \).
\end{definition}

In Definition 1.3 of [22], a point \( \xi_0 \in \Omega(\phi) \) is said to be of positive homogeneous type for \( \hat{\phi} \) provided that the expansion for \( \Gamma_{\xi_0} \) is of the form

\[
\Gamma_{\xi_0}(\xi) = i\alpha_{\xi_0} \cdot \xi - P_{\xi_0}(\xi) - \tilde{P}_{\xi_0}(\xi)
\]

(5.2)

for \( \xi \in U \) where \( P_{\xi_0} \) is a positive homogeneous polynomial in the sense of Example 5 and \( \tilde{P}_{\xi_0}(\xi) = o(R_{\xi_0}(\xi)) \) as \( \xi \to 0 \) where \( R_{\xi_0} = \text{Re} P_{\xi_0} \). To put this into context with our definition above, let’s write \( P_{\xi_0}(\xi) = R_{\xi_0}(\xi) + iQ_{\xi_0}(\xi) \) and \( \tilde{P}_{\xi_0}(\xi) = \tilde{R}_{\xi_0}(\xi) + i\tilde{Q}_{\xi_0}(\xi) \) in which case (5.1) coincides with (5.2). If \( \xi_0 \) is of positive homogeneous type for \( \hat{\phi} \) in the sense of the definition above, it follows that \( P_{\xi_0} \) is a complex-valued polynomial which is homogeneous with respect to \( E \) (and so \( \text{Exp}(P_{\xi_0}) \) contains \( E \in \text{End}(\mathbb{R}^d) \) for which \( r^E \) is contracting) and \( R_{\xi_0} = \text{Re} P_{\xi_0} \) is positive definite. In

\(^1\)In the case that \( \phi \) defines a probability measure and a \( \mathbb{Z}^d \)-valued random vector \( X \) has this measure as its distribution, then \( \alpha_{\xi_0} \) is \( X \)'s mean. For a precise statement and details, see Proposition 7.4 of [22].
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view of Remark 1, this is consistent with (and perhaps generalizes) the assumption in which $P_{\xi_0}$ is a positive homogeneous polynomial. Further, the assumption that $\tilde{Q}_{\xi_0}$ and $\tilde{R}_{\xi_0}$ are subhomogeneous with respect to $E$ guarantees that $\tilde{P}_{\xi_0}(\xi) = o(R_{\xi_0}(\xi))$ as $\xi \to 0$ by virtue of Proposition 2.1.3. With these two observations, we see that our definition, which is stated in terms of subhomogeneity, is consistent with that of [22].

The essential difference between the cases in Definition 5.1.1 concerns the nature of the dominant (low order) term in the expansion. When $\xi_0$ is of positive homogeneous type for $\hat{\phi}$, the dominant term $P_{\xi_0}$ contains the real-valued positive definite polynomial $R_{\xi_0}$. In this case, local limit theorems for $\phi^{(n)}(x)$ contains attractors/approximants of the form

\[ H_n^{P_{\xi_0}}(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-nP_{\xi_0}(\xi)-ix\cdot\xi} d\xi \]

which can be seen, for example, in Theorem 1.5 of [22]. These are necessarily Schwartz functions and appear as fundamental solutions to the higher-order partial differential equations discussed in [23]. On the other hand, when $\xi_0$ is of imaginary homogeneous type for $\hat{\phi}$, the dominant term in the expansion is the purely imaginary polynomial $iQ_{\xi_0}(\xi)$ and its existence (without a real counterpart) profoundly affects the asymptotic behavior of $\phi^{(n)}(x)$ (e.g., see [21]). In fact, as will be shown in a forthcoming article, local limit theorems for $\phi^{(n)}(x)$ will contain approximants/attractors which are (formally) given by the oscillatory integral

\[ H_n^{iQ_{\xi_0}}(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-inQ_{\xi_0}(\xi)-ix\cdot\xi} d\xi \]

whose convergence is a delicate matter.

Our theorem will be stated under the assumption that, for $\phi \in S_d$ with $\sup_{\xi} |\hat{\phi}(\xi)| = 1$, each $\xi_0 \in \Omega(\phi)$ is either of positive homogeneous type or of imaginary homogeneous type for $\hat{\phi}$. In both cases, the positive definiteness of $R_{\xi_0}$ guarantees that each $\xi_0 \in \Omega(\phi)$ is an isolated point of $\mathbb{T}^d$. Consequently, if each $\xi_0 \in \Omega(\phi)$ is of positive homogeneous or imaginary homogeneous type for $\hat{\phi}$, the set $\Omega(\phi)$ is finite and we set

\[ \mu_\phi = \min_{\xi \in \Omega(\phi)} \mu_\xi. \]

**Theorem 5.1.2.** Let $\phi \in S_d$ be such that $\sup_{\xi} |\hat{\phi}(\xi)| = 1$ and suppose that each $\xi_0 \in \Omega(\phi)$ is of positive homogeneous or imaginary homogeneous type for $\hat{\phi}$. If $\alpha_{\xi_0} = 0$ and $\mu_{\xi_0} < 1$ for each $\xi_0 \in \Omega(\phi)$ which is of imaginary homogeneous type for $\hat{\phi}$, then, for any compact set $K$, there is a constant $C_K > 0$ for which

\[ |\phi^{(n)}(x)| \leq \frac{C_K}{n^{\mu_\phi}} \]

for all $x \in K$ and $n \in \mathbb{N}_+$. This partially extends the analogous one-dimensional results of [21] into the $d$-dimensional setting. Specifically, Theorem 3.6 of [21] guarantees that, for each $\phi : \mathbb{Z} \to \mathbb{C}$ for which $\sup_{\xi \in \mathbb{T}} |\hat{\phi}(\xi)| = 1$
and whose support is finite and contains more than one point, there is a constant $C$ and a positive integer $m$ for which

$$|\phi^{(n)}(x)| \leq C n^{-1/m}$$

for all $x \in \mathbb{Z}$ and $n \in \mathbb{N}_+$. Under these hypotheses concerning $\phi$’s support, it follows from a basic result of complex analysis that every point $\xi$ of $\Omega(\phi)$ is necessarily\footnote{This is Proposition 2.2 of [21]. It is easy to see that the assertion fails when $d > 1$.} of positive homogeneous type or imaginary homogeneous type for $\hat{\phi}$ with $\mu_{\xi} \leq 1/2 < 1$. In this way, we see that Theorem 5.1.2 partially extends Theorem 3.6 of [21] in the sense that it guarantees a spatially uniform estimate over compact sets and is stated under the additional hypotheses that the drift is zero for each point of imaginary homogeneous type for $\hat{\phi}$. Though we expect that this is not the final result on the matter, the more limited scope of Theorem 5.1.2 is not surprising in light of the natural complexity of $\mathbb{R}^d$ (and $\mathbb{Z}^d$).

Concerning the existing theory in $\mathbb{Z}^d$, Theorem 5.1.2 is stated under weaker hypotheses than is the analogous result in [22]. Specifically, Theorem 1.4 of [22] is stated under the assumption that, given $\phi \in \mathcal{S}_d$ with $\sup_{x} |\hat{\phi}(\xi)| = 1$, every point $\xi_0 \in \Omega(\phi)$ is of positive homogeneous type for $\hat{\phi}$ and, in this case, the theorem gives positive constants $C$ and $C'$, for which

$$C' n^{-\mu_{\phi}} \leq |\phi^{(n)}(x)| \leq C n^{-\mu_{\phi}}$$

(5.3)

for all $x \in \mathbb{Z}^d$ and $n \in \mathbb{N}$. Though we have not stated it this way, our proof of Theorem 5.1.2 (see Lemma 5.1.3), guarantees the upper estimate in (5.3) (with $K = \mathbb{Z}^d$) in the case that there are no points $\xi_0 \in \Omega(\phi)$ of imaginary homogeneous type for $\hat{\phi}$. It is the presence of points $\xi_0 \in \Omega(\phi)$ of imaginary homogeneous type that make the analysis significantly more difficult (even in one dimension) and lead to the slightly weaker conclusion. It is our belief that a uniform estimate of the type (5.3) is valid when all points are either of positive homogeneous or imaginary homogeneous type for $\hat{\phi}$ (perhaps still with some restriction on homogeneous order) but a resolution of such a conjecture will require further analysis and a thorough study of local limits. In Section 5.2, we give several examples illustrating the conclusion of Theorem 5.1.2, none of which satisfy the hypotheses of Theorem 1.4 of [22].

Our proof of Theorem 5.1.2 will make use of the Fourier inversion formula

$$\phi^{(n)}(x) = \frac{1}{(2\pi)^d} \int_{T^d_\phi} \hat{\phi}^n(\xi) e^{-ix \cdot \xi} \, d\xi$$

(5.4)

which is valid for all $n \in \mathbb{N}_+$ and $x \in \mathbb{R}^d$; here $T^d_\phi = T^d + \xi_0 \subseteq \mathbb{R}^d$ is a representation of the $d$-dimensional torus chosen so that $\Omega(\phi) \subseteq \text{Int}(T^d_\phi)$; this can always be arranged, i.e., some $\xi_0 \in \mathbb{R}^d$ can be selected, because $\Omega(\phi)$ is a finite set (see Remark 3 of [22]). As discussed in [22], the asymptotic behavior of $\phi^{(n)}$ is characterized by the contributions to the above integral produced by integration over neighborhoods of points $\xi_0 \in \Omega(\phi)$. Specifically, we shall study integrals of the form

$$\frac{1}{(2\pi)^d} \int_{O_{\xi_0}} \hat{\phi}^n(\xi) e^{-ix \cdot \xi} \, d\xi$$

(5.5)

where $O_{\xi_0}$ is some (small and to be determined) neighborhood of $\xi_0 \in \Omega(\phi)$. When $\xi_0$ is of positive homogeneous type for $\hat{\phi}$, such integrals are very well behaved (the integrand is dominated
uniformly by $e^{-n R_0(\xi)/2}$, a member of the Schwartz class. When $\xi_0$ is of imaginary homogeneous type, such integrals are oscillatory in nature and therefore much more difficult to handle. Our first lemma below handles the “easy” case in which $\xi_0$ is of positive homogeneous type for $\hat{\phi}$. This lemma appears, essentially, as Lemma 4.3 of [22]. For illustrative purposes, we have decided to present a distinct proof here which makes use of the polar coordinate integration formula in Theorem 3.1.1.

**Lemma 5.1.3.** Let $\xi_0 \in \Omega(\phi)$ be of positive homogeneous type for $\hat{\phi}$ with homogeneous order $\mu_{\xi_0}$. Then, there exists an open neighborhood $O_{\xi_0} \subseteq \text{Int}(\mathbb{T}^d)$ of $\xi_0$, which can be taken as small as desired, and a constant $C = C_{\xi_0}$ for which

$$\left| \frac{1}{(2\pi)^d} \int_{O_{\xi_0}} \hat{\phi}^n(\xi) e^{-ix \cdot \xi} d\xi \right| \leq C_{\xi_0} n^{-\mu_{\xi_0}}$$

for all $n \in \mathbb{N}_+$ and $x \in \mathbb{R}^d$.

**Proof.** For simplicity, we write $R = R_{\xi_0}$, $\bar{R} = \bar{R}_{\xi_0}$ and $\mu = \mu_{\xi_0}$. Given that $\xi_0$ is of positive homogeneous type for $\hat{\phi}$, there is an open neighborhood $U$ of 0 for which

$$\left| \hat{\phi}(\xi + \xi_0) \right| = \left| \hat{\phi}(\xi_0) e^{R_{\xi_0}(\xi)} \right| = e^{-(R(\xi) + \bar{R}(\xi))}$$

for $\xi \in U$. Using the fact that $\bar{R}(\xi) = o(R(\xi))$ as $\xi \to 0$ in view of Proposition 2.1.3, we can further restrict $U$ so that

$$\left| \hat{\phi}(\xi + \xi_0) \right| \leq e^{-R(\xi)/2}$$

for all $\xi \in U$. Take $E \in \text{Exp}(R)$ and let $\sigma_R$ be the surface measure on $S = \{ \eta \in \mathbb{R}^d : R(\eta) = 1 \}$ guaranteed by Theorem 3.1.1. We fix an open neighborhood $O_{\xi_0}$ of $\xi_0$ which is as small as desired and has the property that

$$O := O_{\xi_0} - \xi_0 \subseteq U.$$  

With this, we observe that

$$\int_{O_{\xi_0}} \hat{\phi}^n(\xi) e^{-ix \cdot \xi} d\xi = \int_{O} \hat{\phi}^n(\xi + \xi_0) e^{-ix \cdot (\xi + \xi_0)} d\xi$$

(5.6)

and therefore

$$\left| \frac{1}{(2\pi)^d} \int_{O_{\xi_0}} \hat{\phi}^n(\xi) e^{-ix \cdot \xi} d\xi \right| \leq \frac{1}{(2\pi)^d} \int_{O} \left| \hat{\phi}^n(\xi + \xi_0) e^{-ix \cdot (\xi + \xi_0)} \right| d\xi$$

$$\leq \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-n R(\xi)/2} d\xi$$

$$\leq \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-(n/2) R(\xi)} d\xi$$

for all $x \in \mathbb{R}^d$ and $n \in \mathbb{N}_+$. By virtue of Theorem 3.1.1, we have

$$\int_{\mathbb{R}^d} e^{-(n/2) R(\xi)} d\xi = \int_{S} \int_{0}^{\infty} e^{-(n/2)r} r^{\mu-1} dr \sigma_R(d\eta) = \int_{S} \frac{2 \mu \Gamma(\mu)}{n^{\mu}} \sigma_R(d\eta) = 2 \mu \Gamma(\mu) \sigma_R(S) n^{-\mu}$$
where $\Gamma$ denotes the Gamma function. Consequently,

$$
\left| \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \tilde{\phi}^n(\xi) e^{-ix\cdot\xi} d\xi \right| \leq Cn^{-\mu}
$$

for all $x \in \mathbb{R}^d$ and $n \in \mathbb{N}_+$ where $C = 2^{n/2} \Gamma(\mu)\sigma_R(S)/(2\pi)^d$. \hfill $\square$

We shall now focus on the case in which $\xi_0 \in \Omega(\phi)$ is of imaginary homogeneous type for $\tilde{\phi}$. As discussed above, (5.5) is oscillatory in nature; this is due to the fact that the "principal" behavior of $\Gamma_{\xi_0}(\xi)$, for small $\xi$, is characterized by the purely imaginary polynomial $iQ\xi_0$. Our main estimate is presented in Lemma 5.1.6 and its proof makes use of (3.1) and a version of the Van der Corput lemma stated as Lemma 4.1.6.

Before estimating (5.5) in the case that $\xi_0$ is of imaginary homogeneous type using the result of Lemma 4.1.6, we first treat two preliminary lemmas. The first lemma (Lemma 5.1.4) deals with

Lemma 5.1.4. Let $Q : \mathbb{R}^d \to \mathbb{R}$ be a continuous function for which $|Q|$ is positive homogeneous with $\mu := \mu_{|Q|} < 1$. Given a compact subset $S$ of $\mathbb{R}^d$ for which $0 \notin S$, set

$$
\rho = \inf_{\eta \in S} |Q(\eta)|/3 > 0.
$$

For an open neighborhood $O$ of $0$ in $\mathbb{R}^d$, suppose that $\tilde{Q} : O \to \mathbb{R}$ is a twice continuously differentiable function which is strongly subhomogeneous with respect to $E$ of order $2$, set $F = E/\mu$, and define

$$
f_{n,\eta,x}(\theta) = -nQ(\theta^F\eta) - n\tilde{Q}(\theta^F\eta) - x \cdot \theta^F\eta
$$

for $n \in \mathbb{N}_+, \eta \in S, x \in \mathbb{R}^d$ and $\theta > 0$ sufficiently small so that $\theta^F\eta \in O$. Then, given any compact set $K$, there is a $\delta > 0$ for which $\partial_\theta f_{n,\eta,x}(\theta) \neq 0$ and

$$
|\partial_\theta f_{n,\eta,x}(\theta)| \geq \frac{\rho}{\mu} n^{\mu}
$$

for all $n \in \mathbb{N}_+, \eta \in S, x \in K, \text{ and } \theta > 0$ for which $n^{-\mu} \leq \theta \leq \delta^\mu$.

Proof. Let $E$ and $S$ be as in the statement of the lemma and write $f = f_{n,\eta,x}$. Because $\theta^F$ is contracting, let $\delta_1 > 0$ be such that

$$
|x \cdot \theta^F\eta| \leq \frac{\rho}{\mu} \quad \text{and} \quad |x \cdot \theta^F(F-I)Fx| \leq \frac{\rho}{\mu} \left( \frac{1}{\mu} - 1 \right) \quad (5.7)
$$

for all $0 < \theta < \delta_1^\mu, x \in K$ and $\eta \in S$. By virtue of Proposition 2.1.4, there exists $\delta_2 > 0$ such that

$$
|\theta \partial_\theta \tilde{Q}(\theta^F\eta)| \leq \frac{\rho}{\mu} \theta^{1/\mu} \quad \text{and} \quad |\theta^2 \partial_\theta^2 \tilde{Q}(\theta^F\eta)| \leq \frac{\rho}{\mu} \left( \frac{1}{\mu} - 1 \right) \theta^{1/\mu} \quad (5.8)
$$

where $\tilde{Q}$ denotes the principal type term of $Q$. Consequently,

$$
\left| \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \tilde{\phi}^n(\xi) e^{-ix\cdot\xi} d\xi \right| \leq Cn^{-\mu}
$$

for all $x \in \mathbb{R}^d$ and $n \in \mathbb{N}_+$. \hfill $\square$
for all $0 < \theta < \delta^\mu_2$ and $\eta \in S$. Set $\delta = \min\{\delta_1, \delta_2\}$. By virtue (5.7) and (5.8), we have
\[
|\theta^2 \partial^2_\theta f(\theta)| = \theta^2 |n \partial^2_\theta \left(\theta^{1/\mu} Q(\eta) + \bar{Q}(\theta^F \eta)\right) + \partial^2_\theta \left(x \cdot \theta^F \eta\right)|
\]
\[
= \left[\frac{n}{\mu} \left(\frac{1}{\mu} - 1\right)\right]^{\theta^{1/\mu} Q(\eta)} + n \theta^2 \partial^2_\theta \bar{Q}(\theta^F \eta) + \theta^{(x \cdot \theta^F (F - I) \eta)}\right|
\]
\[
\geq \frac{n}{\mu} \left(\frac{1}{\mu} - 1\right) \theta^{1/\mu} Q(\eta) - n \theta^2 \partial^2_\theta \bar{Q}(\theta^F \eta) - |x \cdot \theta^F (F - I) \eta|
\]
\[
\geq \frac{3pn}{\mu} \left(\frac{1}{\mu} - 1\right) \theta^{1/\mu} - \frac{pn}{\mu} \left(\frac{1}{\mu} - 1\right) \theta^{1/\mu} - \frac{p}{\mu} \left(\frac{1}{\mu} - 1\right)
\]
\[
\geq \frac{p}{\mu} \left(2n \theta^{1/\mu} - 1\right)
\]
for all $n \in \mathbb{N}_+, \eta \in S, x \in K$ and $0 < \theta < \delta^\mu$. Given that $\theta \mapsto \theta^{1/\mu}$ is increasing, it follows that
\[
|\theta^2 \partial^2_\theta f(\theta)| \geq \frac{p}{\mu} \left(\frac{1}{\mu} - 1\right) (2n \theta^{1/\mu} - 1) \geq \frac{p}{\mu} \left(\frac{1}{\mu} - 1\right) (2n (n^{-\mu})^{1/\mu} - 1) = \frac{p}{\mu} \left(\frac{1}{\mu} - 1\right) > 0
\]
and, in particular, $\partial^2_\theta f(\theta) \neq 0$ for all $n \in \mathbb{N}_+, \eta \in S, x \in K$ and $\theta > 0$ for which $n^{-\mu} \leq \theta \leq \delta^\mu$. By another appeal to (5.7) and (5.8), we find
\[
|\partial_\theta f(\theta)| = \left|n \partial_\theta \left(\theta^{1/\mu} Q(\eta) + \bar{Q}(\theta^F \eta)\right) + \partial_\theta \left(x \cdot \theta^F \eta\right)|
\]
\[
= \left[\frac{n}{\mu} \theta^{-1/\mu} Q(\eta) + n \partial_\theta \bar{Q}(\theta^F \eta) + \theta^{-1} (x \cdot \theta^F \eta)\right|
\]
\[
\geq \frac{3pn}{\mu} \theta^{1/\mu} - n \theta^{-1} \left|\partial_\theta \bar{Q}(\theta^F \eta)\right| - \theta^{-1} |x \cdot \theta^F \eta|
\]
\[
\geq \frac{3pn}{\mu} \theta^{1/\mu} - \frac{pn}{\mu} \theta^{1/\mu} - \frac{p}{\mu} \theta^{-1}
\]
\[
\geq \frac{p}{\mu} \left(2n \theta^{1/\mu} - \theta^{-1}\right)
\]
for all $n \in \mathbb{N}_+, \eta \in S, x \in K$ and $0 < \theta < \delta^\mu$. Given our supposition that $\mu < 1$, $\theta \mapsto (2n \theta^{1/\mu} - \theta^{-1})$ is increasing for $\theta > 0$ and therefore
\[
|\partial_\theta f(\theta)| \geq \frac{p}{\mu} \left(2n \theta^{1/\mu} - \theta^{-1}\right) \geq \frac{p}{\mu} \left(2n (n^{-\mu})^{1/\mu} - (n^{-\mu})^{-1}\right) = \frac{p}{\mu} n^{\mu}
\]
for all for all $n \in \mathbb{N}_+, \eta \in S, x \in K$ and $\theta > 0$ for which $n^{-\mu} \leq \theta \leq \delta^\mu$, as asserted. \hfill \Box

**Lemma 5.1.5.** Let $R$ be a positive homogeneous function with $G \in \text{Exp}(R)$, $\bar{R} : \mathcal{O} \rightarrow \mathbb{R}$ be once continuously differentiable on a neighborhood $\mathcal{O}$ of 0 which has $\bar{R}(0) = 0$ and is strongly subhomogeneous with respect to $G$ of order 1, and let $k$ and $\mu$ be positive real numbers. Set $F = (k/\mu)G$ and, for each $\eta \in S = \{\eta : R(\eta) = 1\}$ and $n \in \mathbb{N}_+$, set
\[
g_{n, \eta}(\theta) = e^{-n (R(\theta^F \eta) + \bar{R}(\theta^F \eta))}
\]
for $\theta > 0$ which is sufficiently small so that $\theta^F \eta \in \mathcal{O}$. Then, for each $\beta > 1$, there is $\delta > 0$ for which
\[
\|g_{n, \eta}\|_{L^\infty[\theta_1, \theta_2]} \leq 1
\]
and
\[ \| \partial_\theta g_{n,\eta} \|_{L^1[\theta_1, \theta_2]} \leq \beta \]
uniformly for \( \eta \in S, n \in \mathbb{N} \) and \( 0 < \theta_1 \leq \theta_2 \leq \delta^\mu \).

**Proof.** By virtue of the strong subhomogeneity of \( \tilde{R} \), Proposition 2.1.2, and the fact that \( r^G \) is a contracting group, we may choose \( \delta > 0 \) for which
\[ R(r^G \eta) + \tilde{R}(r^G \eta) = r + \tilde{R}(r^G \eta) \geq (1 - \epsilon)r > 0 \]
(5.9)
and
\[ \left| \partial_r \left( R(r^G \eta) + \tilde{R}(r^G \eta) \right) \right| \leq 1 + \epsilon \]
(5.10)
for all \( 0 < r < \delta^k \) and \( \eta \in S \) where
\[ \epsilon = \frac{\beta - 1}{\beta + 1} \in (0, 1). \]
In view of (5.9), for any \( 0 < \theta_1 \leq \theta_2 < \delta^\mu, \eta \in S \) and \( n \in \mathbb{N}^+ \),
\[ \| g_{n,\eta} \|_{L^\infty[\theta_1, \theta_2]} \leq \sup_{0 < \theta \leq \delta^\mu} |g_{n,\eta}(\theta)| = \sup_{0 < r \leq \delta^k} \left| g_{n,\eta}(r^{\mu/k}) \right| \leq \sup_{0 < r \leq \delta^k} e^{-nr(1-\epsilon)} = 1 \]
where we have used the fact that \( (r^{\mu/k})^F = r^{(\mu/k)^F} = r^G \) for \( r > 0 \). By virtue of (5.9) and (5.10), we find that
\[
\| \partial_\theta g_{n,\eta} \|_{L^1[\theta_1, \theta_2]} = \int_{\theta_1}^{\theta_2} |\partial_\theta g_{n,\eta}(\theta)| \, d\theta
\]
\[ = \int_{\theta_1^{\mu/k}}^{\theta_2^{\mu/k}} \left| \partial_r \left( g_{n,\eta}(r^{\mu/k}) \right) \right| \, dr
\]
\[ = \int_{\theta_1^{\mu/k}}^{\theta_2^{\mu/k}} \left| \partial_r \left( e^{-n R(r^G \eta) + \tilde{R}(r^G \eta)} \right) \right| \, dr
\]
\[ = \int_{\theta_1^{\mu/k}}^{\theta_2^{\mu/k}} n \left| \partial_r \left( R(r^G \eta) + \tilde{R}(r^G \eta) \right) \right| e^{-n R(r^G \eta) + \tilde{R}(r^G \eta)} \, dr
\]
\[ \leq \int_{\theta_1^{\mu/k}}^{\theta_2^{\mu/k}} n(1 + \epsilon) e^{-n(1-\epsilon)r} \, dr
\]
\[ \leq \frac{1 + \epsilon}{1 - \epsilon} \int_0^\infty e^{-r} \, dr = \beta \]
for all \( n \in \mathbb{N}^+, \eta \in S \) and \( 0 < \theta_1 \leq \theta_2 \leq \delta^\mu \), as desired. \( \square \)

**Lemma 5.1.6.** Suppose that \( \xi_0 \) is of imaginary homogeneous type for \( \hat{\phi} \) with associated drift \( \alpha_{\xi_0} \) and homogeneous order \( \mu_{\xi_0} \). If \( \alpha_{\xi_0} = 0 \) and \( \mu_{\xi_0} < 1 \), then, for each compact set \( K \), there is an open
neighborhood $O_{\xi_0} \subseteq \text{Int}(\mathbb{T}_0^d)$ of $\xi_0$, which can be taken as small as desired, and a constant $C_{\xi_0}$ for which
\begin{equation*}
\left| \frac{1}{(2\pi)^d} \int_{\mathcal{O}_{\xi_0}} \hat{\phi}^n(\xi)e^{-ix\cdot\xi} \, d\xi \right| \leq C_{\xi_0} n^{-\mu_{\xi_0}}
\end{equation*}
for all $x \in K$ and $n \in \mathbb{N}_+$. 

\textbf{Proof.} For simplicity of notation, we will write $Q = Q_{\xi_0}$, $\tilde{Q} = \tilde{Q}_{\xi_0}$, $R = R_{\xi_0}$, $\tilde{R} = \tilde{R}_{\xi_0}$ and $\mu = \mu_{\xi_0}$. We fix a compact set $K \subseteq \mathbb{R}^d$ and let $E$ and $k$ as given in Definition 5.1.1. In studying the proof of Lemma 5.1.3 and (5.6), in particular, it is evident that we may assume $\xi_0 = 0$ and $\hat{\phi}(0) = 1$ without loss of generality. Given that $G := E/k \in \text{Exp}(R)$, set
\begin{equation*}
F = (k/\mu)G = E/\mu.
\end{equation*}
Using the positive homogeneous structure of $R$, let $\sigma_R$ be the measure on $S = \{ \eta \in \mathbb{R}^d : R(\eta) = 1 \}$ as guaranteed by Theorem 3.1.1. By setting
\begin{equation*}
\rho = \inf_{\eta \in S} |Q(\eta)|/3,
\end{equation*}
an appeal to Lemma 5.1.4 guarantees a $\delta_1 > 0$ for which
\begin{equation*}
|\partial_\theta f_{n,\eta,x}(\theta)| \geq \frac{\rho}{\mu} n^\mu \quad \text{and} \quad \partial^2_\theta f_{n,\eta,x}(\theta) \neq 0 \tag{5.11}
\end{equation*}
for all $n \in \mathbb{N}_+$, $\eta \in S$, $x \in K$ and $\theta > 0$ for which $n^{-\mu} \leq \theta \leq \delta_1^\mu$. An appeal to Lemma 5.1.5 guarantees $\delta_2 > 0$ for which
\begin{equation*}
\|g_{n,\eta}\|_{L^\infty[\theta_1,\theta_2]} + \|\partial_\theta g_{n,\eta}\|_{L^1[\theta_1,\theta_2]} \leq 3 \tag{5.12}
\end{equation*}
for all $n \in \mathbb{N}_+$, $\eta \in S$ and $0 < \theta_1 \leq \theta_2 \leq \delta_2^\mu$. We set $\mathcal{O} = \{ \eta \in \mathbb{R}^d : R(\eta) < \delta^k \}$ where $0 < \delta \leq \min\{\delta_1, \delta_2\}$ is as small as desired; this is necessarily an open neighborhood of 0. We have
\begin{equation*}
\int_{\mathcal{O}} \hat{\phi}^n(\xi)e^{-ix\cdot\xi} \, d\xi = \int_S \int_0^{\delta^k} \hat{\phi}^n(rG\eta)e^{-ix\cdot rG\eta} r^{\mu}/k \cdot d\sigma_R(d\eta)
= \frac{k}{\mu} \int_S \int_0^{\delta^\mu} \hat{\phi}^n(\theta F\eta)e^{-ix\cdot \theta F\eta} \, d\theta \, \sigma_R(d\eta)
= \frac{k}{\mu} \int_S I_{n,x}(\eta) \, \sigma_R(d\eta)
\end{equation*}
where we have made the change of variables $\theta = r^{\mu}/k$ and set
\begin{equation*}
I_{n,x}(\eta) = \int_0^{\delta^\mu} \hat{\phi}^n(\theta F\eta)e^{-ix\cdot \theta F\eta} \, d\theta.
\end{equation*}
For each $n \in \mathbb{N}_+$, $\eta \in S$, and $x \in \mathbb{R}^d$, we have
\begin{align*}
|I_{n,x}(\eta)| & \leq \left| \int_{n^{-\mu}}^{\delta^\mu} \hat{\phi}^n(\theta F\eta)e^{-ix\cdot \theta F\eta} \, d\theta \right| + \left| \int_{n^{-\mu}}^{0} \hat{\phi}^n(\theta F\eta) \, d\theta \right| \\
& \leq \left| \int_{n^{-\mu}}^{\delta^\mu} e^{-i(nQ(\theta F\eta)+n\tilde{Q}(\theta F\eta)+x\cdot \theta F\eta)} e^{-n(R(\theta F\eta)+\tilde{R}(\theta F\eta))} \, d\theta \right| + n^{-\mu} \\
& = \left| \int_{n^{-\mu}}^{\delta^\mu} e^{i(f_{n,\eta,x}(\theta)g_{n,\eta}(\theta))} \, d\theta \right| + n^{-\mu}.
\end{align*}
In view of (5.11) and (5.12), an appeal to Lemma 4.1.6 guarantees that, for any \( n \in \mathbb{N}_+, \eta \in S \) and \( x \in K \),
\[
\left| \int_{n^{-\mu}} e^{if_{n,x}(\theta)} g_{n,\eta}(\theta) \, d\theta \right| \leq 4 \left[ \|g_{n,\eta}\|_{L^\infty[n^{-\mu}, \delta^n]} + \|\partial f g_{n,\eta}\|_{L^1[n^{-\mu}, \delta^n]} \right] \\
\leq 4 \frac{3}{(\rho/\mu)n^\mu} = 12 \mu n^{-\mu}
\]
and so
\[
|I_{n,x}(\eta)| \leq \left( \frac{12 \mu}{\rho} \right) n^{-\mu} + n^{-\mu} \leq \left( \frac{12 \mu}{\rho} + 1 \right) n^{-\mu}.
\]
Thus, for all \( n \in \mathbb{N}_+ \) and \( x \in K \),
\[
\left| \frac{1}{(2\pi)^d} \int_{\tilde{O}} \tilde{\phi}^n(\xi) e^{-i\xi \cdot x} \, d\xi \right| = \frac{1}{(2\pi)^d} \frac{k}{\mu} \int_S I_{n,x}(\eta) \, \sigma_R(\eta) \, d\eta \\
\leq \frac{1}{(2\pi)^d} \frac{k}{\mu} \int_S |I_{n,x}(\eta)| \, \sigma_R(\eta) \, d\eta \\
\leq C n^{-\mu}
\]
where
\[
C = \frac{1}{(2\pi)^d} \frac{k}{\mu} \left( \frac{12 \mu}{\rho} + 1 \right) \sigma_R(S).
\]

**Proof of Theorem 5.1.2.** Let \( K \subseteq \mathbb{R}^d \) be a compact set. As we discussed in the paragraph preceding the theorem, the set \( \Omega(\tilde{\phi}) \) is finite and so we may write
\[
\Omega(\tilde{\phi}) = \{ \xi_1, \xi_2, \ldots, \xi_N, \xi_{N+1}, \xi_{N+2}, \ldots, \xi_M \}
\]
where our labeling assumes that the points \( \xi_1, \xi_2, \ldots, \xi_N \) are of imaginary homogeneous type for \( \tilde{\phi} \) and the points \( \xi_{N+1}, \xi_{N+2}, \ldots, \xi_M \) are of positive homogeneous type for \( \tilde{\phi} \). In view of the theorem’s hypotheses, for each \( j = 1, 2, \ldots, N \), the point \( \xi_j \), which is of imaginary homogeneous type for \( \tilde{\phi} \), has drift \( \alpha_{\xi_j} = 0 \) and homogeneous order \( \mu_j := \mu_{\xi_j} < 1 \). Thus, for each \( j = 1, 2, \ldots, N \), an appeal to Lemma 5.1.6 guarantees an open neighborhood \( O_j = O_{\xi_j} \subseteq \text{Int}(\mathbb{T}^d_\phi) \) of \( \xi_j \) and a constant \( C_j = C_{\xi_j} \) for which
\[
\left| \frac{1}{(2\pi)^d} \int_{O_j} \tilde{\phi}^n(\xi) e^{-i\xi \cdot x} \, d\xi \right| \leq C_j n^{-\mu_j}
\]
for all \( n \in \mathbb{N}_+ \) and \( x \in K \). For each \( j = N + 1, N + 2, \ldots, M \), an appeal to Lemma 5.1.3 guarantees an open neighborhood \( O_j = O_{\xi_j} \subseteq \text{Int}(\mathbb{T}^d_\phi) \) of \( \xi_j \) and a constant \( C_j = C_{\xi_j} \) for which
\[
\left| \frac{1}{(2\pi)^d} \int_{O_j} \tilde{\phi}^n(\xi) e^{-i\xi \cdot x} \, d\xi \right| \leq C_j n^{-\mu_j}
\]
for all \( n \in \mathbb{N}_+ \) and \( x \in \mathbb{R}^d \) where \( \mu_j := \mu_{\xi_j} \) is the homogeneous order associated to \( \xi_j \). As guaranteed by the lemmas, let us take this collection of open sets \( O_1, O_2, \ldots, O_M \subseteq \mathbb{T}^d_\phi \) to be mutually disjoint and define
\[
G = \mathbb{T}^d_\phi \setminus \left( \bigcup_{j=1}^M O_j \right). \quad (5.15)
\]
Given that \( \mathcal{G} \) is a closed set which contains no elements of \( \Omega(\phi) \),

\[
s := \sup_{\xi \in \mathcal{G}} |\hat{\phi}(\xi)| < 1.
\]

By virtue of (5.4), (5.13), (5.14), and the disjointness of the collection of observations, the theorem follows immediately from (5.16).

For all \( n \in \mathbb{N}_+ \) and \( x \in K \). Upon noting that \( \mu_\phi = \min\{\mu_1, \mu_2, \ldots, \mu_M\} \), we have

\[
n^{-\mu_j} = O(n^{-\mu_\phi})
\]
as \( n \to \infty \) for each \( j = 1, 2, \ldots, M \). Also, because \( s < 1 \), \( s^n = o(n^{-\mu_\phi}) \) as \( n \to \infty \). With these two observations, the theorem follows immediately from (5.16). \( \square \)

### 5.2 Examples

In this section, we give a number of examples illustrating the results of Theorem 5.1.2, all of which are beyond the scope of validity of the results of [22]. First, we treat a useful proposition which gives sufficient conditions for a point \( \xi_0 \in \Omega(\phi) \) to be of positive homogeneous or imaginary homogeneous type for \( \hat{\phi} \) in terms of the Taylor expansion for \( \Gamma_{\xi_0} \).

**Proposition 5.2.1.** Let \( \phi \in \mathcal{S}_d \) with \( \sup_{\xi} |\hat{\phi}(\xi)| = 1 \) and let \( \xi_0 \in \Omega(\phi) \). Suppose that there exists \( m \in \mathbb{N}_+^d \) and some \( k \geq 1 \) such that the Taylor expansion of \( \Gamma_{\xi_0} : \mathcal{U} \to \mathbb{C} \) centered at 0 is a series of the form

\[
\Gamma_{\xi_0}(\xi) = i\alpha_{\xi_0} \cdot \xi - i \left( \sum_{|\beta:2m| = 1} A_\beta \xi^\beta \right) - \sum_{|\beta:2m| \geq k} B_\beta \xi^\beta
\]

\[
= i\alpha_{\xi_0} \cdot \xi - i \left( \sum_{|\beta:2m| = 1} A_\beta \xi^\beta + \sum_{|\beta:2m| > 1} A_\beta \xi^\beta \right) - \left( \sum_{|\beta:2m| = k} B_\beta \xi^\beta + \sum_{|\beta:2m| > k} B_\beta \xi^\beta \right)
\]

\[
= i\alpha_{\xi_0} \cdot \xi - i \left( Q_{\xi_0}(\xi) + \bar{Q}_{\xi_0}(\xi) \right) - \left( R_{\xi_0}(\xi) + \bar{R}_{\xi_0}(\xi) \right), \tag{5.17}
\]

where \( \alpha_{\xi_0} \in \mathbb{R}^d; Q_{\xi_0} \) and \( R_{\xi_0} \) are real-valued polynomials for which \( R_{\xi_0} \) is positive definite; and \( \bar{Q}_{\xi_0}, \) and \( \bar{R}_{\xi_0} \) are real multivariate power series which are absolutely and uniformly convergent on \( \mathcal{U} \). If
$k = 1$, then $\xi_0$ is of positive homogeneous type for $\hat{\phi}$. If $k > 1$ and $|Q_{\xi_0}|$ is positive definite, then $\xi_0$ is of imaginary homogeneous type for $\hat{\phi}$. In either case, $\xi_0$ has drift $\alpha_{\xi_0}$ and homogeneous order

$$\mu_{\xi_0} = |1 : 2m| = \sum_{j=1}^{d} \frac{1}{2m_j}.$$ 

Before proving the proposition, we shall first take care of the following useful lemma.

**Lemma 5.2.2.** Given an open neighborhood $U$ of 0 in $\mathbb{R}^d$, suppose that $Q : U \to \mathbb{C}$ is real-analytic on $U$ with absolutely and uniformly convergent series expansion

$$Q(\xi) = \sum_{|\beta : n| > 1} A_\beta \xi^\beta$$

for some $n \in \mathbb{N}_d$. Consider $E \in \text{End}(\mathbb{R}^d)$ with standard representation $\text{diag}(1/n_1, 1/n_2, \ldots, 1/n_d)$. Then, for each $k \in \mathbb{N}_+$, $Q$ is strongly subhomogeneous with respect to $E$ of order $k$.

**Proof.** It suffices to show that, for each, $j \in \mathbb{N}_+$, $\epsilon > 0$ and compact set $K \subseteq \mathbb{R}^d$, there is a $\delta > 0$ for which

$$|r^j \partial_{\xi}^j Q(r^E \eta)| \leq \epsilon r$$

for all $0 < r < \delta$ and $\eta \in K$. To this end, we fix $j$, $\epsilon$, and $K$ as above and write $Q = Q_1 + Q_2$ where

$$Q_1(\xi) = \sum_{1 + \rho \leq |\beta : n| \leq 2j + 2} A_\beta \xi^\beta$$

and $Q_2(\xi) = \sum_{|\beta : n| > 2j + 2} A_\beta \xi^\beta$.

where $\rho := \min\{|\beta : n| : A_\beta \neq 0\} - 1 > 0$. For each $q \geq 1$ and $l \in \mathbb{N}_+$, define

$$\mathcal{P}(q, l) = q(q - 1)(q - 2) \cdots (q - (l - 1)).$$

In this notation, we observe that

$$\partial_{\xi}^j (r^E \xi)^\beta = \partial_{\xi}^j \left(r^{|\beta : n|} \xi^\beta\right) = \mathcal{P}(|\beta : n|, j) r^{|\beta : n| - j} \xi^\beta$$

for $\xi \in \mathbb{R}^d$, $r > 0$ and $\beta \in \mathbb{N}_d$. Because $Q_1$ is a polynomial and $K$ is compact, we have

$$M_1 := \sup_{\eta \in K} \left( \sum_{1 + \rho \leq |\beta : n| \leq 2j + 2} |A_\beta \mathcal{P}(|\beta : n|, j)\eta^\beta| \right) < \infty.$$ 

Given that $Q$ is absolutely and uniformly convergent on $U$, let $O \subseteq \overline{O} \subseteq U$ be an open neighborhood of 0 for which

$$M_2 := \sup_{\xi \in O} \left( \sum_{|\beta : n| > 2j + 2} |A_\beta \xi^\beta| \right) < \infty.$$
We now specify $\delta$. First, given that $\{r^E\}$ and $\{r^{E/4}\}$ are contracting and the set $K$ is compact, we may find a $0 < \delta_1 \leq 1$ for which $r^E \eta$ and $r^{E/4} \eta$ belong to $O$ whenever $0 < r < \delta_1$ and $\eta \in K$. Also, there exists $\delta_2 > 0$ for which

$$|P(q,j)| \leq 1$$

(5.18)

for all $q > j$ and $0 < r \leq \delta_2$; it is sufficient to take $\delta_2 = e^{-4j}$. Finally, given that $\rho > 0$, let $\delta_3 > 0$ be such that

$$M_1 \rho + M_2 r < \epsilon$$

for all $0 < r < \delta_3$. Set $\delta = \min\{\delta_1, \delta_2, \delta_3\}$ and observe that for all $\eta \in K$ and $0 < r < \delta$, we have

$$|r^j \partial^j \nu Q_1(r^E \eta)| = |r^j \sum_{1+\rho \leq |\beta| n \leq 2j+2} A_\beta \partial^j_r (r^E \eta)^\beta|$$

$$\leq |r^j \sum_{1+\rho \leq |\beta| n \leq 2j+2} A_\beta P(|\beta : n|, j) r^{||\beta| n|/4} \eta^\beta|$$

$$\leq r^{1+\rho} \sum_{1+\rho \leq |\beta| n \leq 2j+2} A_\beta P(|\beta : n|, j) \eta^\beta|$$

$$\leq r M_1 \rho.$$

By virtue of (5.18), for each $q = |\beta : n| > 2j + 2$, we have

$$|\partial^j_r (A_\beta (r^E \eta)^\beta)| = |A_\beta| P(|\beta : n|, j) r^{||\beta| n|/4} \eta^\beta|$$

$$= r^{||\beta| n|/2-j} A_\beta |P(|\beta : n|, j) r^{||\beta| n|/4}||(r^{E/4} \eta)^\beta|$$

$$\leq r |A_\beta (r^{E/4} \eta)^\beta|$$

for all $0 < r < \delta_2$ and $\eta \in K$. It follows that

$$|\partial^j_r Q_2(r^E \eta)| = \sum_{|\beta| n > 2j+2} |\partial^j_r (A_\beta (r^E \eta)^\beta)|$$

$$\leq \sum_{|\beta| n > 2j+2} |\partial^j_r (A_\beta (r^E \eta)^\beta)|$$

$$\leq \sum_{|\beta| n > 2j+2} r |A_\beta (r^{E/4} \eta)^\beta|$$

$$\leq r M_2$$

for all $0 < r < \delta$ and $\eta \in K$. Therefore, for each $0 < r < \delta$ and $\eta \in K$, we have

$$|r^j \partial^j_r Q(r^E \eta)| \leq |r^j \partial^j_r Q_1(r^E \eta)| + |r^j \partial^j_r Q_2(r^E \eta)|$$

$$\leq r \rho M_1 + r^{j+1} M_2$$

$$\leq r (M_1 \rho + M_2 r)$$

$$< re.$$
Proof of Proposition 5.2.1. It is easy to see that $E \in \text{Exp}(Q_{\xi_0}) \cap \text{Exp}(|Q_{\xi_0}|)$ and $E/k \in \text{Exp}(R_{\xi_0})$ for $E \in \text{End}(\mathbb{R}^d)$ with standard matrix representation

$$\text{diag}((2m_1)^{-1}, (2m_2)^{-1}, \ldots, (2m_d)^{-1}).$$

If $k = 1$, $R_{\xi_0}$ is positive homogeneous with respect to $E/k$. By virtue of the preceding lemma (with $n = 2m$), $Q_{\xi_0}$ and $R_{\xi_0}$ are strongly subhomogeneous with respect to $E$ of order 1 and so, in view of Proposition 2.1.2, both are subhomogeneous with respect to $E$. In this case, we may conclude that $\xi_0$ is of positive homogeneous type for $\hat{\phi}$ with drift $\alpha_{\xi_0}$ and homogeneous order

$$\mu_{\xi_0} = \text{tr } E | 1 : 2m | = \sum_{j=1}^{d} \frac{1}{2m_j}.$$
\[ \tilde{Q}_0(\xi) = \sum_{|\beta| : (4,4) \geq 3/2} A_\beta \xi^\beta = -\frac{\tau^6 + \zeta^6}{384} + \frac{\tau^8 + \zeta^8}{5120} + \frac{7(\tau^4 \zeta^8 + \tau^8 \zeta^4)}{262144} + \cdots, \]
and
\[ \tilde{R}_0(\xi) = \sum_{|\beta| : (4,4) \geq 5/2} B_\beta \xi^\beta = \frac{\tau^4 \zeta^6 + \tau^8 \zeta^4}{24576} - \frac{\tau^6 \zeta^6}{147456} - \frac{(\tau^4 \zeta^8 + \tau^8 \zeta^4)}{327680} \cdots, \]
for \( \xi = (\tau, \zeta) \in \mathcal{U} \). Observe that this expansion is of the form (5.17) with \( \alpha_0 = (0,0) \), \( m = (2,2) \), and \( k = 2 \). It is readily verified that \( |Q_0| = Q_0 \) and \( R_0 \) are positive definite and, by virtue of Proposition 5.2.1, we conclude that \( \xi_0 = 0 \) is of imaginary homogeneous type for \( \tilde{\phi} \) with drift \( \alpha_0 = 0 \) and homogeneous order
\[ \mu_\phi = \mu_0 = |1 : 2m| = \frac{1}{4} + \frac{1}{4} = \frac{1}{2}. \]
By an appeal to Theorem 5.1.2 we obtain, to each compact set \( K \subseteq \mathbb{R}^2 \), a positive constant \( C \) for which
\[ |\phi^{(n)}(x,y)| \leq \frac{C}{n^{\mu_\phi}} = \frac{C}{n^{1/2}} \quad (5.19) \]
for all \( n \in \mathbb{N}_+ \) and \((x,y) \in K\). To illustrate this result, we consider the compact set \( K = [-700,700] \times [-700,700] \) and define \( f(n) = f_\phi,K(n) = \max_{(x,y) \in K} |\phi^{(n)}(x,y)| \). Figure 5.2 illustrates this result by capturing the decay of \( f(n) = f_\phi,K(n) = \max_{(x,y) \in K} |\phi^{(n)}(x,y)| \) relative to that of \( n^{-\mu_\phi} \). Also, Figure 5.3 illustrates the graph of \( \Re \phi^{(n)}(x,y) \) for \((x,y) \in K\) and \( n = 200 \) and \( n = 1000 \).

(a) \( \log_2 f(n) \) and \( \log_2 n^{-1/2} \) versus \( \log_2 n \)

(b) \( f(n) \) and \( n^{-1/2} \) versus \( n \)

Figure 5.2: Behavior of \( f(n) = f_\phi,K(n) = \max_{(x,y) \in K} |\phi^{(n)}(x,y)| \)
Example 9. Consider the function $\phi : \mathbb{Z}^2 \to \mathbb{C}$ defined by

$$\phi(x, y) = \frac{1}{768} \times \begin{cases} 
602 - 112i & (x, y) = (0, 0) \\
56 + 32i & (x, y) = (0, \pm 1) \text{ or } (-1, 0) \\
72 + 32i & (x, y) = (1, 0) \\
-28 - 8i & (x, y) = (0, \pm 2) \\
-16 & (x, y) = (\pm 2, 0) \\
56 & (x, y) = (0, \pm 3) \\
-1 & (x, y) = (0, \pm 4) \\
4 & (x, y) = (-1, \pm 1) \\
-4 & (x, y) = (1, \pm 1) \\
0 & \text{otherwise}
\end{cases}$$

As with the preceding examples, it is easy to see that $\sup_{\xi} |\hat{\phi}(\xi)| = 1$, $\Omega(\phi) = \{\xi_0\} = \{(0, 0)\}$ and $\Gamma_0 = \Gamma_{\xi_0}$ has the absolutely and uniformly convergent Taylor expansion

$$\Gamma_0(\xi) = -i \left( Q_0(\xi) + \tilde{Q}_0(\xi) \right) - \left( R_0(\xi) + \tilde{R}_0(\xi) \right)$$

where

$$Q_0(\xi) = \sum_{|\beta|: (2,4)} A_{\beta} \xi^\beta = \frac{\tau^2}{24} - \frac{\tau \xi^2}{96} + \frac{\xi^4}{96},$$

$$R_0(\xi) = \sum_{|\beta|: (2,4) = 2} B_{\beta} \xi^\beta = \frac{23\tau^4}{1152} + \frac{\tau^3 \xi^2}{2304} - \frac{\tau^2 \xi^4}{2048} + \frac{\tau \xi^6}{9216} + \frac{23 \xi^8}{18432},$$

$$\tilde{Q}_0(\xi) = \sum_{|\beta|: (2,4) = 3/2} A_{\beta} \xi^\beta = -\frac{\tau^4}{288} + \frac{\tau \xi^4}{1152} + \frac{\tau^3 \xi^2}{576} - \frac{\tau^3 \xi^4}{6912} + \cdots,$$

$$\tilde{R}_0(\xi) = \sum_{|\beta|: (2,4) = 5/2} B_{\beta} \xi^\beta.$$
5.2. EXAMPLES

and

\[ \tilde{R}_0(\xi) = \sum_{|\beta|:(2,4)| \geq 5/2} B_\beta \xi^\beta = -\frac{\tau^3 \zeta^4}{27648} + \frac{\tau^4 \zeta^4}{18432} + \frac{\tau^4 \zeta^4}{18432} + \cdots \]

for \( \xi = (\tau, \zeta) \in U \) where \( U \subseteq \mathbb{R}^2 \) is a neighborhood of 0. In this case, the above expansion is of the form (5.17) with \( a_0 = (0,0) \), \( m = (1,2) \) and \( k = 2 \). Here, as with the previous examples, it is readily verified that \( \left| Q_0 \right| = Q_0 \) and \( \tilde{R}_0 \) are positive definite and so an appeal to Proposition 5.2.1 guarantees that \( \xi_0 = (0,0) \) is of imaginary homogeneous type for \( \hat{\phi} \) with drift \( a_0 = (0,0) \) and homogeneous order

\[ \mu_\phi = \mu_0 = \left| 1 : 2m \right| = \frac{1}{2} + \frac{1}{4} = \frac{3}{4}. \]

By an appeal to Theorem 5.1.2, we obtain, to each compact set \( K \), a positive constant \( C \) for which

\[ \left| \phi^{(n)}(x,y) \right| \leq \frac{C}{n^{3/4}} \]  

(5.20)

for all \( n \in \mathbb{N} \) and \( (x,y) \in K \). Figure 5.4 illustrates this result by capturing the decay of \( f(n) = f_{\phi,K}(n) = \max_{(x,y) \in K} \left| \phi^{(n)}(x,y) \right| \) where \( K = [-300,300] \times [-300,300] \) relative to that of \( n^{-\mu_\phi} \). Also, Figure 5.5 illustrates the graph of \( \text{Re} \phi^{(n)}(x,y) \) for \( (x,y) \in K \) and \( n = 300 \) and \( n = 600 \).

![Graphs](image1.png)

(a) \( \log_2 f(n) \) and \( \log_2 2n^{-3/4} \) versus \( \log_2 n \).
(b) \( f(n) \) and \( 2n^{-3/4} \) versus \( n \)

**Figure 5.4:** Behavior of \( f(n) = f_{\phi,K}(n) = \max_{(x,y) \in K} \left| \phi^{(n)}(x,y) \right| \).

\[ \triangledown \]

**Example 10.** This example illustrates a complex-valued function \( \phi \) on \( \mathbb{Z}^2 \) whose Fourier transform is maximized in absolute value at two distinct points in \( \mathbb{T}^2 \), one of which is a point of imaginary homogeneous type for \( \hat{\phi} \) with homogeneous order \( 2/3 \) and the other is a point of positive homogeneous type \( \hat{\phi} \) of homogeneous order 1. We define \( \phi : \mathbb{Z}^2 \to \mathbb{C} \) by \( \phi = 2^{-7}\phi_1 - i2^{-11}\phi_2 + 2^{-21}\phi_3 \)
Figure 5.5: Re \( \phi^{(n)} \) for \( n = 300 \) and \( n = 600 \)

where

\[
\phi_1(x, y) = \begin{cases} 
15 + 15i & (x, y) = (\pm 1, 0) \\
16 + 16i & (x, y) = (0, \pm 1) \\
1 + 1i & (x, y) = (\pm 3, 0) \\
0 & \text{otherwise}
\end{cases}
\]

\[
\phi_2(x, y) = \begin{cases} 
682 & (x, y) = (0, 0) \\
152 & (x, y) = (\pm 2, 0) \\
-28 & (x, y) = (\pm 4, 0) \\
8 & (x, y) = (\pm 6, 0) \\
-1 & (x, y) = (\pm 8, 0) \\
60 & (x, y) = (0, \pm 2) \\
-24 & (x, y) = (0, \pm 4) \\
4 & (x, y) = (0, \pm 6) \\
0 & \text{otherwise}
\end{cases}
\]

\[
\phi_3(x, y) = \begin{cases} 
1387004 & (x, y) = (0, 0) \\
-106722 & (x, y) = (\pm 2, 0) \\
3960 & (x, y) = (\pm 4, 0) \\
-1045 & (x, y) = (\pm 6, 0) \\
138 & (x, y) = (\pm 8, 0) \\
-9 & (x, y) = (\pm 10, 0) \\
-131072 & (x, y) = (0, \pm 2) \\
0 & \text{otherwise}
\end{cases}
\]

for \((x, y) \in \mathbb{Z}^2\). Though this example is slightly more complicated than the previous ones considered, it is straightforward to verify that \( \sup_{\xi} |\hat{\phi}(\xi)| = 1 \) and, in this case, the supremum is attained at two points in \( \mathbb{T}^2 \). Specifically, \( \Omega(\phi) = \{\xi_1, \xi_2\} \) where \( \xi_1 = (0, 0) \) and \( \xi_2 = (\pi, \pi) \). For \( \xi_1, \Gamma_1 = \Gamma_{\xi_1} \) has an absolutely and uniformly convergent Taylor series of the form

\[
\Gamma_1(\xi) = -i \left( Q_1(\xi) - \bar{Q}_1(\xi) \right) - \left( R_1(\xi) + \bar{R}_1(\xi) \right)
\]
for \( \xi = (\tau, \zeta) \in U_1 \) where \( U_1 \subseteq \mathbb{R}^2 \) is an open neighborhood of \((0, 0)\) and

\[
Q_1(\xi) = \sum_{|\beta|: (6,2)|=1} A_\beta \xi^\beta = \frac{\tau^6}{128} + \frac{\zeta^2}{8},
\]

\[
R_1(\xi) = \sum_{|\beta|: (6,2)|=2} B_\beta \xi^\beta = \frac{111\tau^{12}}{32768} - \frac{\tau^6\zeta^2}{1024} + \frac{3\zeta^4}{128},
\]

\[
\widetilde{Q}_1(\xi) = \sum_{|\beta|: (6,2)|=4/3} A_\beta \xi^\beta = -\frac{65\tau^8}{512} - \frac{\zeta^4}{96} + \frac{\tau^6\zeta^4}{8192} + \cdots,
\]

and

\[
\widetilde{R}_1(\xi) = \sum_{|\beta|: (6,2)|=7/3} B_\beta \xi^\beta = \frac{65\tau^8\zeta^2}{4096} + \frac{\tau^6\zeta^4}{12288} + \cdots
\]

for \( \xi = (\tau, \zeta) \in U_1 \). It is straightforward to verify that \( Q_1 = |Q_1| \) and \( R_1 \) are positive definite and so Proposition 5.2.1 guarantees that \( \xi_1 = (0,0) \) is of imaginary homogeneous type for \( \phi \) with \( m_1 = (3,1), k_1 = 2 \), drift \( \alpha_{\xi_1} = (0,0) \) and homogeneous order

\[
\mu_{\xi_1} = |1 : 2m_1| = \frac{1}{6} + \frac{1}{2} = \frac{2}{3}.
\]

For \( \xi_2 = (\pi, \pi), \Gamma_2 = \Gamma_{\xi_2} \) has an absolutely and uniformly convergent Taylor series of the form

\[
\Gamma_2(\xi) = -i \left( Q_2(\xi) + \widetilde{Q}_2(\xi) \right) - \left( R_2(\xi) + \widetilde{R}_2(\xi) \right)
\]

for \( \xi = (\tau, \zeta) \in U_2 \) where \( U_2 \subseteq \mathbb{R}^2 \) is an open neighborhood of \((0, 0)\) and

\[
Q_2(\xi) = \sum_{|\beta|: (2,2)|=1} A_\beta \xi^\beta = -\left( \frac{3\tau^2}{8} + \frac{\zeta^2}{4} \right),
\]

\[
R_2(\xi) = \sum_{|\beta|: (2,2)|=2} B_\beta \xi^\beta = \frac{\tau^2}{8} + \frac{3\zeta^2}{8},
\]

\[
\widetilde{Q}_2(\xi) = \sum_{|\beta|: (2,2)|=1} A_\beta \xi^\beta = \frac{\tau^4}{64} - \frac{9\tau^2\zeta^2}{64} + \frac{\zeta^4}{48} + \cdots,
\]

and

\[
\widetilde{R}_2(\xi) = \sum_{|\beta|: (2,2)|=2} B_\beta \xi^\beta = -\frac{\tau^4}{8} - \frac{3\tau^2\zeta^2}{64} - \frac{13\zeta^4}{384} + \cdots
\]

for \( \xi = (\tau, \zeta) \in U_2 \). Thus, the expansion is of the form \((5.17)\) with \( m_2 = (1,1) \) and \( k_2 = 1 \). Since \( R_2 \) is clearly positive definite, Proposition 5.2.1 guarantees that \( \xi_2 = (\pi, \pi) \) is of positive homogeneous type for \( \phi \) with drift \( \alpha_{\xi_2} = (0,0) \) and homogeneous order

\[
\mu_{\xi_2} = |1 : 2m_2| = \frac{1}{2} + \frac{1}{2} = 1.
\]

Upon noting that \( \mu_{\phi} = \min\{\mu_{\xi_1}, \mu_{\xi_2}\} = 2/3 \), an appeal to Theorem 5.1.2 guarantees, to each compact set \( K \), a constant \( C \) for which

\[
\left| \phi^{(n)}(x, y) \right| \leq C_{n^{\mu_{\phi}}} = C_{n^{2/3}}
\]

\( (5.21) \)
for all \( n \in \mathbb{N} \) and \((x,y) \in K\). Figure 5.6 illustrates this result by capturing the decay of \( f(n) = f_{\phi,K}(n) = \max_{(x,y) \in K} |\phi(n)(x,y)| \) where \( K = [-500,500] \times [-500,500] \) relative to that of \( n^{-2/3} \). Also, Figure 5.7 illustrates the graph of \( \text{Re} \phi(n)(x,y) \) for \((x,y) \in K\) and \( n = 200 \) and \( n = 700 \).

\[ \log_2 f(n) \quad \log_2 f(n^{-2/3}) \]

(a) \( \log_2 f(n) \) and \( \log_2 n^{-2/3} \) versus \( \log_2 n \)

\[ f(n) \quad n^{-2/3} \]

(b) \( f(n) \) and \( n^{-2/3} \) versus \( n \)

Figure 5.6: Behavior of \( f(n) = f_{\phi,K}(n) = \max_{(x,y) \in K} |\phi(n)(x,y)| \).

\[ \text{Re}(\phi^{(200)}) \quad \text{Re}(\phi^{(700)}) \]

(a) \( n = 200 \).

(b) \( n = 700 \).

Figure 5.7: \( \text{Re} \phi(n) \) for \( n = 200 \) and \( n = 700 \).
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Appendix

6.1 Continuous one-parameter subgroups of $\text{Gl}(\mathbb{R}^d)$

**Proposition 6.1.1** (See Section 8 of [22]). Let $E, G \in \text{End}(\mathbb{R}^d)$ and $A \in \text{Gl}(\mathbb{R}^d)$. Also, let $E^*$ denote the adjoint of $E$. Then, for all $t, s > 0$, the following statements hold:

- $1^E = I$
- $tE^* = (t^E)^*$
- $(tE)^{-1} = t^{-E}$
- $At^E A^{-1} = t^A E A^{-1}$
- $\det(t^E) = t^{trE}$
- $(st)^E = s^{E}t^E$
- If $EG = GE$, then $t^E t^G = t^{E+G}$

**Definition 6.1.2.** A continuous one-parameter group $T_t = t^E$ is said to be contracting if

$$\lim_{t \to 0} ||T_t|| = 0.$$  \tag{6.1}$$

**Proposition 6.1.3.** Let $\{T_t\}$ be a continuous one-parameter group. Then $\{T_t\}$ is contracting if and only if

$$\lim_{t \to 0} |T_t x| = 0$$

for all $x \in \mathbb{R}^d$.

**Proof.** It is clear that (6.1) is a necessary condition for $\{T_t\}$ to be contracting. We must therefore prove (6.1) also sufficient. To this end, we assume that the continuous one-parameter group $\{T_t\}$ satisfies (6.1). By virtue of the continuity of $\{T_t\}$ and (6.1), we have

$$\sup_{0 < t \leq 1} |T_t x| < \infty$$

for each $x \in \mathbb{R}^d$. From the Banach-Steinhaus theorem, it follows that $||T_t|| \leq C$ for all $0 < t \leq 1$. Now, suppose that $\{T_t\}$ is not contracting. In this case, one can find a sequence $\{\eta_n\} \subset S$ and a sequence $t_n \to 0$ for which $\lim \inf_n |T_{t_n} \eta_n| > 0$. But because the unit sphere is compact, $\{\eta_n\}$ has a convergent subsequence $\eta_{n_k} \to \eta$, with $||\eta|| = 1$. Observe that, for all $n_k$,

$$|T_{t_n}(\eta - \eta_n)| \leq C||\eta - \eta_n||$$

and so it follows that

$$\lim_{k \to \infty} |T_{t_{n_k}} \eta| = \lim_{k \to \infty} |T_{t_{n_k}} \eta_{n_k}| > 0,$$

a contradiction. \qed
**Lemma 6.1.4.** Let \( \{T_t\} \subseteq \text{Gl}_d(\mathbb{R}) \) be a continuous one-parameter group and let \( E \in \text{End}(\mathbb{R}^d) \) be its generator, i.e., \( T_t = e^{tE} \) for all \( t > 0 \). If \( \{T_t\} \) is contracting, then \( E \in \text{Gl}(\mathbb{R}^d) \) and there is a positive constant \( C \) for which
\[
\|T_t\| \leq C + t\|E\|
\]
for all \( t > 0 \).

**Proof.** If for some non-zero vector \( \eta \), \( E\eta = 0 \), then \( e^{tE}\eta = \eta \) for all \( t > 0 \) and this would contradict our assumption that \( \{T_t\} \) is contracting. Hence \( E \in \text{Gl}(\mathbb{R}^d) \) and, in particular, \( \|E\| > 0 \). From the representation \( T_t = e^{tE} \), it follows immediately that \( \|T_t\| \leq t\|E\| \) for all \( t \geq 1 \) and so it remains to estimate \( \|T_t\| \) for \( t < 1 \). Given that \( \{T_t\} \) is continuous and contracting, the map \( t \mapsto \|T_t\| \) is continuous and approaches 0 as \( t \to 0 \) and so it is necessarily bounded for \( 0 < t \leq 1 \). \( \square \)

**Lemma 6.1.5.** Let \( E \in \text{Gl}_d(\mathbb{R}) \) be diagonalizable with strictly positive spectrum. Then \( \{e^{tE}\} \) is a continuous one-parameter contracting group. Moreover, there is a positive constant \( C \) such that
\[
\|e^{tE}\| \leq Ct^{\lambda_{\text{max}}}
\]
for all \( t \geq 1 \) and
\[
\|e^{tE}\| \leq Ct^{\lambda_{\text{min}}}
\]
for all \( 0 < t < 1 \), where \( \lambda_{\text{max}} = \max(\text{Spec}(E)) \) and \( \lambda_{\text{min}} = \min(\text{Spec}(E)) \).

**Proof.** Let \( A \in \text{Gl}_d(\mathbb{R}) \) be such that \( A^{-1}EA = D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d) \) where necessarily \( \text{Spec}(E) = \text{Spec}(D) = \{\lambda_1, \lambda_2, \ldots, \lambda_d\} \subseteq (0, \infty) \). It follows from the spectral mapping theorem that \( \text{Spec}(e^{tD}) = \{e^{t\lambda_1}, e^{t\lambda_2}, \ldots, e^{t\lambda_d}\} \) for all \( t > 0 \) and moreover, because \( e^{tD} \) is symmetric,
\[
\|e^{tD}\| = \max(\{e^{t\lambda_1}, e^{t\lambda_2}, \ldots, e^{t\lambda_d}\}) = \begin{cases} t^{\lambda_{\text{max}}} & \text{if } t \geq 1 \\ t^{\lambda_{\text{min}}} & \text{if } t < 1 \end{cases}
\]
We have
\[
\|e^{tE}\| = \|A e^{tD} A^{-1}\| \leq \|A\|\|e^{tD}\||A^{-1}\| \leq C\|e^{tD}\| = C \times \begin{cases} t^{\lambda_{\text{max}}} & \text{if } t \geq 1 \\ t^{\lambda_{\text{min}}} & \text{if } t < 1 \end{cases}
\]
for \( t > 0 \) where \( C = \|A\||A^{-1}\| \); in particular, \( \{tE\} \) is contracting because \( \lambda_{\text{min}} > 0 \). \( \square \)

**Proposition 6.1.6.** Let \( \{T_t\}_{t>0} \subseteq \text{Gl}(\mathbb{R}^d) \) be a continuous one-parameter contracting group. Then, for all non-zero \( x \in \mathbb{R}^d \),
\[
\lim_{t \to 0} |T_t x| = 0 \quad \text{and} \quad \lim_{t \to \infty} |T_t x| = \infty.
\]

**Proof.** The validity of the first limit is clear. Upon noting that \( |x| = |T_{1/t} x| \leq ||T_{1/t}|| |T_t x| \) for all \( t > 0 \), the second limit follows at once. \( \square \)

**Proposition 6.1.7.** Let \( \{T_t\}_{t>0} \subseteq \text{Gl}(\mathbb{R}^d) \) be a continuous one-parameter contracting group. There holds the following:

(a) For each non-zero \( x \in \mathbb{R}^d \), there exists \( t > 0 \) and \( \eta \in S \) for which \( T_t \eta = x \). Equivalently,
\[
\mathbb{R}^d \setminus \{0\} = \{T_t \eta : t > 0 \text{ and } \eta \in S\}.
\]

(b) For each sequence \( \{x_n\} \subseteq \mathbb{R}^d \setminus \{0\} \) such that \( \lim_n |x_n| = \infty \), \( x_n = T_{t_n} \eta_n \) for each \( n \), where \( \{\eta_n\} \subseteq S \) and \( t_n \to \infty \) as \( n \to \infty \).
(c) For each sequence \( \{x_n\} \subseteq \mathbb{R}^d \setminus \{0\} \) such that \( \lim_{n \to \infty} |x_n| = 0, x_n = T_{t_n} \eta_n \) for each \( n \), where \( \{\eta_n\} \subseteq S \) and \( t_n \to 0 \) as \( n \to \infty \).

**Proof.** In view of Proposition 6.1.6, the assertion (a) is a straightforward application of the intermediate value theorem to \( |T_{1/t_n}(x)| \). For (b), suppose that \( \{x_n\} \subseteq \mathbb{R}^d \) is such that \( |x_n| \to \infty \) as \( n \to \infty \). In view of (a), take \( \{\eta_n\} \subseteq S \) and \( \{t_n\} \subseteq (0, \infty) \) for which \( x_n = T_{t_n} \eta_n \) for each \( n \). In view of Lemma 6.1.4,

\[
\infty = \lim_{n \to \infty} |x_n| \leq \lim_{n \to \infty} (C + t_n^M) |\eta_n| \leq C + \lim inf t_n M,
\]

where \( C, M > 0 \) and therefore \( t_n \to \infty \). If instead \( \lim_{n \to \infty} x_n = 0 \),

\[
\infty = \lim_{n \to \infty} |\eta_n| = \lim_{n \to \infty} \frac{|T_{1/t_n} x_n|}{|x_n|} \leq \lim\sup_{n} \|T_{1/t_n}\| \leq \lim\sup_{n} (C + (1/t_n)^M)
\]

from which we see that \( t_n \to 0 \), thus proving (c).

**Proposition 6.1.8.** Let \( \{T_t\} \) be a continuous contracting one-parameter group. Then for any open neighborhood \( O \subseteq \mathbb{R}^d \) of the origin and any compact set \( K \subseteq \mathbb{R}^d \), \( K \subseteq T_{t}(O) \) for sufficiently large \( t \).

**Proof.** Assume, to reach a contradiction, that there are sequences \( \{x_n\} \subseteq K \) and \( t_n \to \infty \) for which \( x_n \notin T_{t_n}(O) \) for all \( n \). Because \( K \) is compact, \( \{x_n\} \) has a subsequential limit and so by relabeling, let us take sequences \( \{\zeta_k\} \subseteq K \) and \( \{r_k\} \subseteq (0, \infty) \) for which \( \zeta_k \to \zeta, r_k \to \infty \) and \( \zeta_k \notin T_{r_k}(O) \) for all \( k \). Setting \( s_k = 1/r_k \) and using the fact that \( \{T_t\} \) is a one-parameter group, we have \( T_{s_k}\zeta_k \notin O \) for all \( k \) and so \( \lim inf_k |T_{s_k}\zeta_k| > 0 \), where \( s_k \to 0 \). This is however impossible because \( \{T_t\} \) is contracting and so

\[
\lim_{k \to \infty} |T_{s_k}\zeta_k| \leq \lim_{k \to \infty} |T_{s_k}(\zeta_k - \zeta)| + \lim_{k \to \infty} |T_{s_k}\zeta| \leq C \lim_{k \to \infty} |\zeta_k - \zeta| + 0 = 0
\]

in view of Lemma 6.1.4. □
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