
Colby College Colby College 

Digital Commons @ Colby Digital Commons @ Colby 

Honors Theses Student Research 

2017 

Normal Surfaces and 3-Manifold Algorithms Normal Surfaces and 3-Manifold Algorithms 

Josh D. Hews 
Colby College 

Follow this and additional works at: https://digitalcommons.colby.edu/honorstheses 

 Part of the Geometry and Topology Commons, and the Theory and Algorithms Commons 

Colby College theses are protected by copyright. They may be viewed or downloaded from this 

site for the purposes of research and scholarship. Reproduction or distribution for commercial 

purposes is prohibited without written permission of the author. 

Recommended Citation Recommended Citation 

Hews, Josh D., "Normal Surfaces and 3-Manifold Algorithms" (2017). Honors Theses. Paper 

854. 

https://digitalcommons.colby.edu/honorstheses/854 

This Honors Thesis (Open Access) is brought to you for free and open access by the Student Research at Digital 
Commons @ Colby. It has been accepted for inclusion in Honors Theses by an authorized administrator of Digital 
Commons @ Colby. 

http://www.colby.edu/
http://www.colby.edu/
https://digitalcommons.colby.edu/
https://digitalcommons.colby.edu/honorstheses
https://digitalcommons.colby.edu/student_research
https://digitalcommons.colby.edu/honorstheses?utm_source=digitalcommons.colby.edu%2Fhonorstheses%2F854&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/180?utm_source=digitalcommons.colby.edu%2Fhonorstheses%2F854&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/151?utm_source=digitalcommons.colby.edu%2Fhonorstheses%2F854&utm_medium=PDF&utm_campaign=PDFCoverPages


Normal Surfaces and 3-Manifold Algorithms

Joshua D. Hews

May 15, 2017



Abstract

This survey will develop the theory of normal surfaces as they apply to the S3 recognition
algorithm. Sections 2 and 3 provide necessary background on manifold theory. Section
4 presents the theory of normal surfaces in triangulations of 3-manifolds. Section 6

discusses issues related to implementing algorithms based on normal surfaces, as well
as an overview of the Regina, a program that implements many 3-manifold algorithms.
Finally section 7 presents the proof of the S3 recognition algorithm and discusses how
Regina implements the algorithm.
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1 Introduction

This paper is meant to be a survey of algorithmic 3-manifold theory, from the perspec-
tive of normal surfaces. We begin with an overview of manifolds before exploring 3-
manifolds in more depth. The goal of section 2 and section 3 is to provide the language
necessary to properly discuss the theory of normal surfaces and 3-manifold algorithms.
The section 4 fully develops normal surface theory. This is the largest section and repre-
sents the meat of this paper. After this, we present the general structure of 3-manifold
algorithms that utilize normal surfaces. We forgo an example that follows this structure,
as these examples tend to quickly reduce to technical arguments that are not informa-
tive from the viewpoint of a survey. Instead we discuss questions of implementation,
focusing on the program Regina [3] that implements many 3-manifold algorithms. Fi-
nally we conclude with an examination of the algorithm to recognize the 3-sphere. The
3-sphere recognition problem is interesting both from the perspective of the topological
arguments necessary to prove the existence of the algorithm, as well as the tools needed
for implementing the algorithm in software.

2 Manifolds

We will be focusing on 3-manifolds, and in particular triangulations of 3-manifolds.
However it will be useful to introduce manifolds in full generality. There are multiple
ways of viewing and defining manifolds depending on the analysis one wants to do.
Basically these can be split into Topological Manifolds, Differentiable Manifolds, and
Triangulated Manifolds. Topological manifolds are the broadest form of manifolds,
whereas the other three are topological manifolds with additional structure. We will
begin our discussion with Topological Manifolds before focusing most of our attention
on Triangulated Manifolds.

2.1 Topological Manifold

Definition 2.1.1. A Topological Manifold M is a topological space1 with a family of
open sets and functions {(Mα, φα)} such that,

• M = ∪α Mα

• ∀α, φα : Mα → Uα is a homeomorphism onto an open subset Uα ⊂ Rn.

1For completeness we actually need to require also that M is a second countable Hausdorff topological
space
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(a) S1 (b) S2 (c) T2

Figure 1: Some examples of manifolds.

Each pair (Mα, φα) is known as a chart, and the family {(Mα, φα)} is called an atlas.
Unsurprisingly, the dimension of the manifold is n.
Example 2.1.2. Rn and every open subset of Rn are n-manifolds.
Example 2.1.3. The set Sn =

{
x ∈ Rn+1

∣∣ ||x|| = 1
}

is an important example of an
n-manifold, known as the n-sphere. See Figure 1.
Example 2.1.4. Another class of manifolds are the tori Tn. Tn if S1 × · · · × S1︸ ︷︷ ︸

n

with the

product topology, but you can also construct Tn by taking the unit cube in Rn and
identifying opposite faces. Figure 1(c) shows the result of gluing opposite edges of the
unit square.
Definition 2.1.5. Let M be an n-manifold. A p-dimensional submanifold of M is a closed
subset L of M where there exists an atlas {(Mα, φα)} of M such that for all x ∈ L there is
a chart in the atlas with x ∈ Mα and

φα(L ∩Mα) = {0} ×Rp ⊂ Rn

Remark 2.1.6. A submanifold is itself a manifold. Note that the atlas described in the
definition induces an atlas for the submanifold. However not every subset of M that is a
manifold is a submanifold.2

Example 2.1.7. The equator of the 2-sphere in Figure 1(b) is a one dimensional subman-
ifold.
Definition 2.1.8. Let L and M be manifolds. A continuous function f : L → M is
an embedding if it is a homeomorphism onto its image f (L) and the image f (L) is a
submanifold of M.
Example 2.1.9. A knot is an embedding of S1 into R3 (see Figure 2).

2For an example I refer the reader to the Alexander Horned Sphere, which is an embedding of S2 in R3 that
is not a submanifold

4



Figure 2: An embedding of S1 into R3.

(a) B2 (b) B3

Figure 3: The 2 and 3 dimensional balls.

Definition 2.1.10. An n-manifold with boundary is again a topological space M with atlas
{(Mα, φα)} such that for each chart (Mα, φα), φα is a homeomorphism onto an open
subset of Rn or Hn = { x ∈ Rn | x1 ≥ 0 }.

The boundary of M, denoted by ∂M, consists of the points of M with a neighborhood
homeomorphic to an open subset of Hn but no neighborhood homeomorphic to an open
subset of Rn. Similarly the interior of M, denoted by Mo, consists of the points with a
neighborhood homeomorphic to a ball in Rn. Notice that if M is an n-manifold with
boundary, then ∂M is an (n− 1)-manifold without boundary.
Example 2.1.11. The closed n-ball Bn = { x ∈ Rn | ||x|| ≤ 1 } is an n-manifold with
boundary. Notice that ∂Bn = Sn−1; see Figure 3.
Definition 2.1.12. Let M be an n-manifold with boundary. A p-dimensional submanifold
of M is a closed subset L of M where there exists an atlas {(Mα, φα)} of M such that the
following hold:

1. ∀x ∈ L in the interior of M, there is a chart (Mα, φα) such that x ∈ Mα and

φα(L ∩Mα) = {0} ×Rp ⊂ Rn.
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2. ∀x ∈ L in the boundary of M, there is a chart (Mα, φα) such that x ∈ Mα and

φα(L ∩Mα) = Hp ⊂Hn and φα(x) ∈ {0} × ∂Hp ⊂ ∂Hn.

Example 2.1.13. A chord of a disc is a submanifold with boundary.
Remark 2.1.14. While the boundary ∂M is a subset of M that is a manifold, it is not a
submanifold of M.
Definition 2.1.15. An n-manifold M is closed if M is compact and ∂M = ∅.
Example 2.1.16. Both Sn and Tn are closed manifolds.

2.2 Triangulated Manifolds

Triangulations are the primary method to make algorithmic investigations of 3-manifolds
possible. The most important aspect is that they allow us to discretize the underlying
space of the manifold. In order to see this we must first discuss the building blocks of
the triangulations.
Definition 2.2.1. Let vi denote the standard basis vectors of Rk+1. The standard (closed) k
simplex, denoted by [v0, . . . , vk], or [s] when the dimension of the simplex is clear, is the
set {

a0v0 + · · ·+ akvk | ai ≥ 0 and
k

∑
i=0

ai = 1

}

In other words [s] is the convex hull of the k + 1 standard basis vectors of Rk+1. Similarly
the standard open k simplex, denoted by (v0, . . . , vk) or (s), is the set{

a0v0 + · · ·+ akvk | ai > 0 and
k

∑
i=0

ai = 1

}

The k-simplices form the basic building blocks of triangulations. The following definition
shows how to connect the standard simplex to a general simplex in a topological space
X.
Definition 2.2.2. A k-simplex in a topological space X is a continuous function f : [s]→
X such that the restriction f |(s) is a homeomorphism onto its image.

Strictly speaking the k-simplex is the entire function f : [s] → X, but it is usually more
convenient to think of the image of f as a k-simplex. Figure 4 shows a 3-simplex.
Definition 2.2.3. A face of the standard k-simplex [s] is a subset of the form{

a0v0 + · · ·+ akvk | ai1 = · · · = aij = 0
}

for j = 0, . . . , k.

6



Figure 4: A tetrahedron. Each triangular face is a 2-simplex, each edge a 1-simplex, and
each vertex a 0-simplex.

Figure 5: A 3-dimensional simplicial complex.

A face of a general k-simplex f is then the restriction f |[t] where [t] is a face of the
standard k-simplex. The dimension of a face is just k− j.
Examples 2.2.4.

1. The only face of the 0-simplex [v0] is itself.

2. The 1-simplex [v0, v1] has a single 1 dimensional face and two 0 dimensional faces.

3. The 2-simplex [v0, v1, v2] has a single 2 dimensional face, three 1 dimensional faces,
and three 0 dimensional faces.

4. The 3-simplex [v0, v1, v2, v3] has a single 3 dimensional face, four 2 dimensional
faces, six 1 dimensional faces, and four 0 dimensional faces.

Definition 2.2.5. A simplicial complex based on the space X is a collection K of simplices
in X such that

• For each f ∈ K, every face of f is in K.

• For each pair of simplices f1, f2 ∈ K, if the Im( f1|(s1)) and Im( f2|(s2)) have non-
empty intersection, then Im( f1|(s1)) = Im( f2|(s2)).
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The union of the images of the simplices in K is denoted by |K| and is called the un-
derlying space of K. Given an integer i we define Ki to be the collection of i-simplices in
K.

An important note is that we do not require the closed simplices of the simplicial complex
to be embeddings. Also two distinct simplices can intersect at more than one face.

We finally have the tools necessary to define a triangulated manifold.
Definition 2.2.6. A triangulated n-manifold is a pair (M, K), where M is a topological
manifold of dimesnion n and K a simplicial complex such that

• |K| = M

• For every compact subset C ⊂ M, the set { f ∈ K | Im( f ) ∩ C 6= ∅ } is finite.

We call K a triangulation of M. Triangulations are a powerful tool for studying manifolds
algorithmically because of the second condition in the definition. This is known as being
locally finite. In particular we are often interested in studying compact 3-manifolds, so
the locally finite condition guarantees that any triangulation we work with must be
finite.

While the above definition is sufficient to examine triangulations of manifolds, it is still
relatively cumbersome to work with. However the following proposition will provide a
constructive way to view triangulations that will be easier to think about.

Consider a triangulated k-manifold (M, K). Let C be the disjoint union of copies of
standard k-simplices, one for each k-simplex in K. We now create a quotient space M′

from C via the following quotient: Identify two points in C if an only if the corresponding
points x ∈ [s], y ∈ [t] for f : [s]→ M and g : [t]→ M in K satisfy f (x) = g(y).
Proposition 2.2.7. Endow M′ with the quotient topology. Then M and M′ are homeomorphic.

The above proposition allows us to think of the triangulated k-manifold M either as the
pair (M, K) for a simplicial complex K based on M, or as being built out of k-simplices
by identifying faces.

Finally, the following theorem will allows us to restrict our attention to triangulations of
the manifolds for the remainder of the survey.
Theorem 2.2.8. Every compact (1, 2, or 3)-manifold admits a triangulation.

The 1 dimensional case is relatively straightforward, while the 2 and 3 dimensional cases
are more substantial. In [7, Chapter 1.4], Schultens cites Tibor Radó and Béla Kerékjártó
for proving the 2 dimensional case, and R. H. Bing and Edwin Moise for proving the 3
dimensional case.

The obvious question to ask is whether higher dimensional manifolds can be triangular-
ized. An important result from algebraic topology shows that for all n ≥ 4, there exist

8



(a) Annulus (b) Möbius Strip

Figure 6: Orientable and non-orientable 2-manifolds.

n-manifolds that do not admit any triangulations.

2.3 Orientability

Manifolds can be split into two categories, orientable and non-orientable. The canonical
examples of these types are the annulus and the Möbius strip (Figure 6). There are
multiple ways to define orientation of a manifold, but we will limit ourselves to defining
orientation for triangulated manifolds. In general this is not sufficient to define a concept
of orientation to all manifolds, but 2.2.8 assures us that we can define a concept of
orientation for all (1, 2, or 3)-manifolds.

We begin by orienting simplices:
Definition 2.3.1. An oriented k-simplex is a k-simplex together with an ordering of the
vertices (v0, v1, . . . , vk). We say that two orientations are the same if the ordering of the
vertices differs by an even permutation. In particular this means that there are exactly
two orientations for a k-simplex.

For 1 and 2 simplices, the orientation can be easily interpreted. An orientation of a 1-
simplex is either moving to the left or right along the edges, while an orientation for a
2-simplex is moving clockwise or counterclockwise around the edges. See Figure 7.
Remark 2.3.2. Notice that orienting a k-simplex induces orientations for each face by
taking the ordering of the vertices of the face from the top level orientation.
Definition 2.3.3. A manifold M is orientable if given a triangulation K of M, we can
assign a consistent orientation to each simplex in the triangulation. Otherwise M is
non-orientable. By consistent orientation we mean orienting each k-simplex of the trian-
gulation K so that, given any two faces that are glued together, the induced orientations
are opposite each other (Figure 8).
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1

2 3

Figure 7: An oriented 2-simplex.

Figure 8: An oriented Annulus.

2.4 Homotopies

Definition 2.4.1. Let M be an n-manifold and S a k-manifold with k < n. Suppose f and
g are continuous functions from S to M. f and g are homotopic if there exists a continuous
function H : [0, 1]× S→ M such that H(0, x) = f (s) and H(1, x) = g(x).
Definition 2.4.2. Suppose further that f and g are embeddings of S into M. Then f and
g are isotopic if for every i ∈ [0, 1] the restriction of H to {i} × S is also an embedding.

(a) Homotopy of a loop (b) Isotopy of a loop

Figure 9: Examples of a homotopy and isotopy.
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2.5 Connected Sum

Suppose we have two disjoint n-manifolds M and N. An obvious question to ask is
whether we can somehow combine these two manifolds into a new manifold L. This
brings us to the concept of connected sum.
Definition 2.5.1. Let BM, BN be n-balls in M and N respectively. Delete the interior of
BM and BN . Pick a homeomorphism f from BM to BN and let L be the result of gluing
BM and BN via f . We call L the connected sum of M and N, and denote the operation
by M#N.

There is a point of concern by calling L the connected sum when we consider the fact that
there were many possible choices of balls BM and BN . However the following theorem
should put the reader at ease:
Theorem 2.5.2 ([7, Theorem 1.6.4]). If B1 and B2 are n-balls in the interior of a connected
n-manifold M, then there is an isotopy f : [0, 1]× M → M such that f (0, )|B1 is the identity
and f (1, )|B1 is a homeomorphism onto B2.
Definition 2.5.3. An n-manifold M is prime if M = M1#M2 implies that either M1 or M2
is the n-sphere.

3 3-Manifolds

We now restrict our attention to 3-manifolds for the rest of this survey. We begin with
some examples, after which we discuss embedded surfaces in 3-manifolds which is a
powerful way to study the structure of 3-manifolds.

3.1 Examples

Example 3.1.1 (The 3-Sphere). As mentioned in 2.1.3, as a set the 3-sphere S3 consists of
the unit vectors of R4. However for our purposes this is not the most useful description
to understand the structure of S3. Another way to view S3 is by gluing two copies of B3

together along their 2-sphere boundaries via an orientation reversing homeomorphism.
As an analogy to the 2-sphere, we can think of the centers of the two balls as the “north”
and “south” poles of S3. Then the straightline from either pole will form a closed loop
that passes through both poles, see Figure 10(a).
Example 3.1.2 (Lens Spaces). Lens Spaces form a class of examples of 3-manifold Lp,q
parameterized by two integers. Consider a regular planar p sided polygon P, together
with two points n and s above and below. We connect each vertex of P to n and s
forming a bipyramid that we then fill in. Now label each edge of P, e0, . . . ep−1, and label
the corresponding triangular faces above and below as ni and si. Form a quotient space

11



(a) S3

n

s

e 0
e 1

e 2

e p-1

e p-2

(b) The lens space Lp,2

Figure 10: Examples of 3 Manifolds

by identifying n to s and the triangular faces ni with s(i+q) mod p. This forms a closed
3-manifold. See Figure 10(b).

3.2 Embedded Surfaces

An important method used to study 3-manifolds is to look at embedded surfaces in-
side the 3-manifold. This is analogous to studying surfaces by examining the simple
closed curves. Just as some simple closed curves in surfaces are more interesting than
others, some embedded surfaces in a 3-manifold are more interesting than others. The
important surfaces we consider here are analogous to essential simple closed curves in
surfaces.
Definition 3.2.1. A submanifold S in a compact manifold M is proper if ∂S = S ∩ ∂M.
Example 3.2.2. The equitorial disc in Figure 3 is a proper surface.
Definition 3.2.3. Let M be a 3-manifold. A surface S ⊂ M is compressible (Figure 11(b)) if
either

1. S is a 2-sphere that bounds a 3-ball in M.

2. There exists a simple closed curve c in S that bounds a disc D with interior in
M\S but does not bound any disc with interior a component of S\c. The disc D is
known as a compressing disc for S; see Figure 11(a).

A proper surface S is incompressible if it is not compressible, see Figure 11(c).

12



c

(a) A compressing disc D
for a surface.

(b) A compressible
torus in T3.

(c) An incompressible
torus surface in T3.

Figure 11:

Figure 12: A boundary compressing disc D.

Definition 3.2.4. Let M be a 3-manifold with boundary. A surface S ⊂ M is boundary
compressible, or ∂-compressible, if there is an essential simple arc α in S and an essential
simple arc β in ∂M such that α∪ β is the boundary of a disc D in M with interior disjoint
from S (Figure 12) A surface S is boundary incompressible, or ∂-incompressible, if it is not
compressible.

Notice that for closed 3-manifolds, incompressible surfaces always contain relevant in-
formation about the 3-manifold. However this need not be the case for manifolds with
boundary. Suppose we have a connected 3-manifold M 6= B3 such that ∂M 6= ∅. We
can construct an incompressible surface F ⊂ M as follows. First make a copy of one of
the boundary components C of M. Then push this copy into the manifold, creating a
proper surface F homeomorphic to C. If we cut M along F one of the components will
be homeomorphic to F × [0, 1] and the other to M. Therefore F did not capture any of
the relevant information about M. This leads us to the following definition.
Definition 3.2.5. A surface F ⊂ M is boundary parallel if it is separating and a component

13



F

Fx[0,1]

Figure 13: A surface that is boundary parallel.

of M\F is homeomorphic to F× [0, 1]; see Figure 13.

We are now ready to present the surfaces of a 3-manifold that are analogous to essential
simple curves in surfaces.
Definition 3.2.6. Let M be a connected 3-manifold. A surface F is essential if either it is a
2-sphere that does not bound a 3-ball or it is incompressible, ∂-incompressible, and not
boundary parallel.
Example 3.2.7. The incompressible surface in Figure 11 is essential.

Essential surfaces play an important role in decomposing 3-manifolds into component
parts. Remember from subsection 2.5 we defined prime manifolds as having only trivial
connected sum decompositions. Essential spheres play a key role in identifying prime
manifolds, which the following proposition develops.
Proposition 3.2.8. Suppose M is a 3-manifold. Then M is prime if and only if M does not
contain any separating essential 2-spheres.

Proof. Suppose M is prime. Let S be a separating 2-sphere. Then S decomposes M into
two components M1 and M2. We can then set M = M′1#M′2 where M′i is constructed
from Mi by gluing on a 3-ball along the 2-sphere boundary component from the cutting
operation. Since M is prime one of M′i must be S3, and therefore Mi is a 3-ball. Therefore
S is non-essential.

Now suppose that M does not contain any separating essential 2-spheres. Suppose

14



M = M1#M2. Then M contains a separating 2-sphere S, namely the one used to glue
M1 − B3 and M2 − B3. Since M does not contain separating essential 2-spheres, S must
bound a 3-ball. Therefore one of Mi − B3 must be a 3-ball, and so Mi is S3. Therefore M
is prime. �

Notice that we had to make the requirement that we only consider separating 2-spheres.
What if we want to drop the separating condition? If we do that we get the following
definition.
Definition 3.2.9. A 3-manifold M is irreducible if every 2-sphere in M is non-essential, i.e.
it bounds a 3-ball. M is reducible if it contains an essential 2-sphere.

Notice that if M is irreducible then in particular it does not contain separating essential
2-spheres, and so by Proposition 3.2.8 M is prime. So irreducibility implies primeness.
Unfortunately the reverse is not true. However all is not lost. It turns out there are exactly
two reducible prime manifolds, S2× S1 and S2×̃S1. S2×̃S1 is constructed as follows: start
with S2 × [0, 1] and then identify S2 × {0} with S2 × {1} via the antipodal map. S2×̃S1

can be considered a non-orientable version of S2 × S1.
Proposition 3.2.10. S2 × S1 and S2×̃S1 are reducible.

For either case we can take a copy of S2×{i} as our proper 2-sphere. After cutting along
this 2-sphere we get S2 × [0, 1] and so in particular S2 × {i} is not separating, and so
must be essential.
Theorem 3.2.11 ([7, Theorem 3.3.4]). An irreducible closed connected 3-manifold is prime. A
closed connected prime 3-manifold is irreducible, S2 × S1, or S2×̃S1.

4 Normal Surfaces

As explained in [6, Chapter 3], Wolfgang Haken was one of the first topologists to rec-
ognize that the best way to explore 3-manifolds is to examine embedded surfaces within
the 3-manifold. However an uncountable set of surfaces does not lend itself well to al-
gorithmic methods. This is where normal surfaces become relevant. Basically normal
surfaces are embedded surfaces with a restricted structure. They form a class of surfaces
large enough to capture important information about the 3-manifold, while having an
algorithmically enumerable finite basis.

4.1 Haken’s Scheme

While we will focus our attention exclusively on triangulations of 3-manifolds to develop
our algorithms, Haken’s scheme for normal surfaces need not be limited to triangula-
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tions. In fact the general scheme provides a way to develop normal surfaces for any
decomposition of a 3-manifold M we choose. The basic steps are as follows [6, Chap-
ter 3.1]:

1. Find a way to decompose M into a collection of objects that have a finite number
of different types. Denote the decomposition as ξ.

2. A proper surface F will be decomposed by ξ into a set of elementary pieces, i.e. the
connected components of F intersected with each element of ξ. We then define a set
of allowable elementary pieces. A normal surface is a surface that is decomposed by
ξ into allowable pieces. We specify normal surfaces up to isotopies that are normal
at each step, which we call a normal isotopy.3 Of course we also want to make sure
that the collection of normal surfaces has surfaces that actually contain information
about M.

3. Identify each normal surface with an element in Zk based on the count of each
elementary piece in each element of ξ.4

4. Determine the conditions on a vector in Zk that allow it to be identified with a
normal surface. These conditions determine what is known as a matching system
of linear equations and subset of admissible solutions.

5. Form a system of integer linear equations E based on the above conditions. De-
termine a finite set of fundamental solutions for E. These fundamental solutions
generate the fundamental normal surfaces. All that remains is to determine a geo-
metric interpretation of vector addition, after which each normal surface can be
constructed as a linear combination of fundamental normal surfaces.5

In our case the decomposition of M will always be a triangulation, where the basic type
is only the 3-simplex. Together with theorem 2.2.8, we have our decomposition of M.
In our case the first part of Step 2 is straightforward, while making sure we still have
informative normal surfaces becomes the hard part. Step 3 is basically automatic. Step 4

is just a careful examination of how to build a normal surface out of elementary pieces.
Finally the important aspect of Step 5 is the geometric interpretation of adding two
normal surfaces together.

3We must take care when specifying the allowable elementary pieces. We require that if a collection of
allowable pieces in an element of ξ can be constructed from disjoint pieces, this construction is unique up
to normal isotopy.

4We must also ensure that two normal surfaces with the same integer vector are normally isotopic.
5Of course the coefficients in the linear combination will be non-negative integers.
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(a) A normal curve

c

(b) A non-normal curve

Figure 14: Examples of curves in a tetrahedron.

Figure 15: Normal discs in a tetrahedron.

4.2 Normal Surfaces in Triangulations

In order to define our normal surfaces we need only describe the allowable elementary
pieces of a surface in a tetrahedron.
Definition 4.2.1. A simple arc on a 2 dimensional face [ f ] of a tetrahedron [s] is a normal
arc if its endpoints lie on distinct edges of [ f ]. A simple closed curve c on the boundary
of [s] is a normal curve if c ∩ [ f ] consists of normal arcs for every 2 dimensional face of
[s], see Figure 14.
Definition 4.2.2. The length of a normal arc c, l(c), is the number of intersections with c
and the edges of [s].

We can now define the elementary pieces, which fall into two types, normal triangles and
normal quadrilaterals. Each elementary pieces is a disc in [s] whose boundary is a normal
curve of length 3 or 4, respectively. For a tetrahedron, there are 4 normal triangles, one
around each vertex, and 3 normal quadrilaterals, see Figure 15.
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Figure 16: A normal sphere in S3.

Now let (M, K) be a triangulated 3-manifold.
Definition 4.2.3. A proper surface F in M is a normal surface relative to the triangula-
tion K, if F ∩ [s] is a collection of disjoint normal triangles and quadrilaterals for every
tetrahedron in K, see Figure 16.

The following definitions are helpful to prove things about normal surfaces.
Definitions 4.2.4. The weight, w(F), of a normal surface F in (M, K) is the number of
components of F ∩ |K1|. The measure of F, m(F), is the number of components of F ∩
(|K2|\|K1|).

Finally the following theorem from [7, Chapter 5.2] tells us that the normal surfaces with
respect to triangulations form a rich and informative class of surfaces.
Theorem 4.2.5 ([7, Theorem 5.2.14]). Let M be a closed irreducible 3-manifold containing an
incompressible surface F. For any triangulation K of M, there exists an isotopy that takes F to a
normal surface in K.

There is also an analogous result where we only require M be compact and irreducible,
but we must also require that S is incompressible and ∂-incompressible.

Proof. Let (M, K) be a triangulation of M and S an incompressible surface in M. Isotope
S to that (w(S), m(S)) is minimal (ordered lexicographically). Let ∆3 be a tetrahedron of
K and let f be a face of ∆3.

Suppose S ∩ f contains simple closed curves. Let c be an innermost disc6 in f and let
D ⊂ f be the disc that c bounds. Since S is incompressible, c also bounds a disc D′ ⊂ S.
Therefore D ∪ D′ forms a 2-sphere and so must bound a 3-ball by irreducibility of M.
This 3-ball defines an isotopy that pushes S through f (see Figure 17), and thus reducing
(w(S), m(S)) by (0, 1). So by minimality of (w(S), m(S)), S ∩ f does not contain any
closed components.

6An innermost disc is one that bounds a disc that does not contain any other simple closed curves.
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Figure 17: Removing simple arcs from S ∩ f .

Figure 18: Removing arcs with endpoints on the same edge.

Next suppose that S∩ f contains arcs whose endpoints lie on the same edge. Let a be an
outermost arc in f , and D be the disc that a forms with the component of the edge joining
the endpoints of a. This disc defines an isotopy that removes a from the intersection (see
Figure 18), reducing (w(S), m(S)) by (2, 1). So by minimality of S ∩ f consists of normal
arcs. Since this holds for all faces of ∆3, S ∩ ∂∆3 consists of normal curves.

Let c̃ be a normal curve in S∩ ∂∆3. First notice that c̃ bounds a disc E in ∆3 and since S is
incompressible c̃ must also bound a disc S̃ in S. Using a similar innermost disc argument
as above we can assume that E ∩ S̃ = c̃, and therefore E ∪ S̃ is a 2-sphere and so bounds
a 3-ball. If S̃ is not contained in ∆3, the 3-ball defines an isotopy that reduces w(S) or
m(S), and so by minimality of (w(S), m(S)) we must have S̃ = S ∩ ∆3.

To complete the proof we must show that S̃ is a normal disc in ∆3, i.e. c̃ = ∂S̃ has length
3 or 4. It turns out that showing c̃ has length 3 or 4 is equivalent to showing that c̃ does
not meet any edges e of ∆3 more than once. Suppose that c̃ intersects an edge e of ∆3

more than once. First notice that c̃ partitions ∂∆3 into two discs D, D′. One of these discs,
say D, meets the interior of e along a subarc α that connects two adjacent intersection
points of c̃ ∩ e. Furthermore, S̃ is isotopic to D. Therefore there must be another arc
β in the interior of S̃ and a disc E with ∂E = α ∪ β and interior of E in ∆3. This disc
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describes an isotopy that moves β outside of ∆3 and thus reduces w(S) by 2. Therefore
by minimality of (w(S), m(S)), ∂S̃ does not meet an edge of ∆3 more than once, and so S̃
must be normal.

Applying the above argument to all tetrahedron in K shows that after the isotopy S is
normal. �

4.3 Matching System and Admissible Solutions

Steps 3 and 4 of Haken’s Scheme are perhaps the most important aspects of the scheme
that allows us to algorithmically explore manifolds. In particularly they provide us with
a method to express every possible normal surface in a triangulation from a finite basis
of vectors in Rn.

4.3.1 Correspondence With Rn

We first aim to develop the correspondence between normal surfaces in a triangulated
manifold (M, K) to integer vectors in Rn. It is easy to assign a vector to every normal
surface S; we simply count the number of normal quadrilaterals and triangles the surface
creates in each tetrahedron of the triangulation. More specifically, suppose {T1, . . . , Tk}
are the tetrahedrons of K. For each Ti we have 4 possible types of normal triangles and 3

possible types of normal quadrilaterals. We now let (pi1, pi2, pi3, pi4, qi1, qi2, qi3) ∈ R7 be
the count of each type of normal triangle and quadrilateral formed by the intersection
of S with Ti. Now by stacking the k vectors together, we get a vector v(S) ∈ R7k that
represents the surface S.

Given a vector v ∈ R7k, how do we build a surface S in M with v(S) = v? The basic
method is to simply put pi normal discs for each type in v, however for an arbitrary v this
will just result in a disjoint collection of discs and not a closed surface. So let’s look at
the conditions v must satisfy for the above method to result in a valid surface. We must
consider both the local conditions on a single tetrahedron and the global conditions for
the entire triangulation.

First we restrict our attention to a single tetrahedron in K. In this case we need to make
sure that the surface will not have any self intersections. It’s not hard to see that by
placing the normal triangles arbitrarily close to their respective vertices, we can place
any number of triangles in a single tetrahedron without having self intersections. But
what about normal quadrilaterals? It turns out that we can have exactly one type of
normal quadrilateral, but we can have arbitrarily many of that type. So for a vector
(pi1, pi2, pi3, pi4, qi1, qi2, qi3) ∈ R7 to be valid for a tetrahedron, we must have that exactly
one of the qij be non-zero.
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We call the above condition the square condition. So for a vector v ∈ R7k to be valid it
must satisfy the square condition for each tetrahedron. We call such a v admissible.

Now we look at the global conditions. We need to guarantee that after we’ve placed the
normal discs in each tetrahedron, we can glue the faces together so that the edges of the
disc end up being glued together. First consider a single face f of a tetrahedron Ti. For
each pair of edges in f , there is exactly one normal triangle and one normal quadrilateral
whose boundary in f will connect the two edges. So when we glue two faces together,
we need to make sure that the number of arcs connecting each pair of edges is the same
in each face. Consider two tetrahedron Ti, Tj that share a face. For each pair of edges Ti
will have pik + qil arcs and Tj will have pjk + qjl arcs. So we need to have that,

pik + qil = pjk + qjl

Now each tetrahedron has 4 faces and each face has 3 possible arcs, so assuming each
face is glued to another face7, the above procedure gives us 6k equations that v must
satisfy to form a valid surface. We call this system of linear equations the matching
system for K.

4.3.2 Integer Linear Equations

From the correspondence, we can now express each normal surface uniquely as vector
in R7k and we have a system of equations E whose admissible solutions will represent
every normal surface in the manifold. So to explore the normal surfaces in a triangulated
manifold (M, K), we only need to know how to find admissible solutions to the matching
system. Therefore we need to develop some tools for solving a system of integer linear
equations.

Suppose we have a system of integer linear homogenous equations E,

ai1x1 + · · ·+ ainxn = 0, 1 ≤ i ≤ m.

Definition 4.3.1. A non-negative integral solution x to E is fundamental if it cannot be
represented as the sum of two non-trivial non-negative integral solutions y, z.
Theorem 4.3.2 ([6, Theorem 3.2.8]). The set of fundamental solutions to E is finite and can be
constructed algorithmically. Also any solution to E can be expressed as a linear combination of
fundamental solutions with integer coefficients.

7This happens when M is a closed manifold. When M has boundary, there will be faces not glued to
other faces. This will only change the number of equations we have but will not change overall structure.
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Proof. Let σn−1 be the standard simplex in Rn. Let S be the set of solutions to E over Rn,
L the support plane for σn−1, and P = L ∩ S.

Remarks 4.3.3.

1. P is the intersection of L with the hyperplanes defined by the equations in E and
the half spaces defined by xi ≥ 0.

2. P is contained in σn−1 and so is necessarily bounded.

Therefore P must be a convex polyhedron of dimension m < n. S can be thought of as
the union of straight rays from the origin passing through points in P. Notice that the
vertices of P must be rational. If we multiply each vertex v̄ by the smallest integer k > 0
such that the coordinates of kv̄ are integers, we get the set V of vertex solutions. The
vertex solutions must be fundamental.

Since P is a convex polyhedron of dimension m, we can decompose P into m-simplices
without introducing extra vertices. Therefore we can present S as the union of cones over
m-simplices with vertices in V. We must now show that each of these cones contains only
finite number of fundamental solutions.

Let δ be an m-simplex with vertices V̄0, V̄1, . . . , V̄m ∈ V, and Sδ ⊂ S be the cone over δ.
Any point inside an m-simplex can be expressed as a non-negative linear combination
of its vertices. We have that for any integer point x̄ ∈ Sδ = ∑m

i=0 αiV̄i, where all αi ≥ 0.
Suppose one of αi > 1. Then x̄ − V̄i is an integer point with non-negative coordinates,
and so x̄ can be presented as x̄ = (x̄− V̄i) + V̄i. Therefore x̄ is not fundamental.

Therefore we must have that all fundamental solutions fall in the compact set

Uδ =

{
m

∑
i=0

αiV̄i

∣∣∣∣∣ 0 ≤ αi ≤ 1

}
.

Since all the solutions are integer vectors, the fundamental solutions fall in Zn ∩ Uδ,
which must be finite.

The algorithm to find the fundamental solutions reduces to taking solutions x̄ from Zn ∩
Uδ, and reducing them via known fundamental solutions until all fundamental solutions
have been found.8

�
8Notice that this proves the existence of an algorithm, but does not provide a practical algorithm for

finding fundamental solutions. We discuss this problem in subsection 6.1.
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4.4 Haken Sum

At this point we have discussed what our normal surfaces are within the triangulation
and how to construct a correspondence between normal surfaces and solutions to a ho-
mogeneous system of integer linear equations. Based on this correspondence we can
construct a set of fundamental normal surfaces from the admissible fundamental solu-
tions to the matching system. However we are still missing a key connection between
the normal surfaces and the solutions to the matching system. Namely how we inter-
pret the addition of two admissible solutions to the matching system, whose sum is also
admissible.

Suppose we have two normal surface S1, S2 in M such that v(S1) + v(S2) is an admissible
solution. In particular this means that for each tetrahedron ∆3 of M, both S1 and S2
contribute exactly one type of quadrilateral disc. First we use a normal isotopy to put S1
and S2 into positions such that on the interior of any tetrahedron ∆3 of the triangulation,
S1 and S2 meet along double arcs that have endpoints on the interior of faces. In fact we
can take this further and require that any two elementary discs of S1 and S2 intersect at
no more that two arcs.

Now consider a double line c of S1 and S2. Decompose it into arc pieces according to
the intersection of c with each tetrahedron that it meets. Consider one of there arcs l in a
tetrahedron ∆3. Note that l is the intersection of two normal discs in ∆3. We can perform
the following operation on the discs. First cut each disc along l and then glue adjacent
pieces together. This is known as a switch. Obviously we have a choice as to which pair
of adjacent pieces get glued back together. Since l has endpoints on the interior of faces,
the endpoint is the intersecting point of the two normal arcs for the normal discs. Now
we have two ways to split these arcs and glue them back together, one which creates
two normal arcs of the same type, and another that produces two arcs that are no longer
normal. We call the first choice a regular switch and the second an irregular switch, see
Figure 19. Notice that a regular switch at one tetrahedron matches with the regular
switch at neighboring tetrahedra. Therefore we can determine a global regular switch
along c that is well defined.

Perform the regular switch for each double line c of S1 and S2. By the previous argument
the resulting surface will be normal, and by construction we have that v(S1 + S2) =
v(S1) + v(S2).
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(a) A regular switch of intersecting
arcs.

(b) A regular switch of intersecting discs.

Figure 19: Regular switches.

5 Algorithms

Armed with our theory of normal surfaces, we can begin developing algorithms. All of
our algorithms end up following the same basic structure.

5.1 General Scheme

Suppose we have some 3-manifold M and we want to determine if it has some prop-
erty P. The following procedure gives us a method to generate an algorithm that will
recognize if M has property P.

1. First translate P into a property that can be determined from M containing a proper
surface F with a property P′.

2. Triangulate M and prove that if M contains a surface with property P′, then there
exists a normal surface with property P′. Often this is done by showing that the
property P′ is preserved by the normalization procedure.

3. Show that if there exists a normal surface with property P′, then there exists a
fundamental surface with property P′.

4. Finally generate an algorithm to determine if a surface has property P′.

Once the above steps are completed, the algorithm to detect property P in a 3-manifold
M is as follows.

1. Choose a triangulation K of M.

2. Determine the matching system of linear equations.

3. Solve the matching system and determine the finite set of fundamental surfaces.
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4. Check each fundamental surface for property P′.

6 Implementation Considerations & Regina

The strategy we have developed thus far for creating recognition algorithms for 3 man-
ifolds works well enough in the abstract, but in general they are all well outside the
computationally tractable bounds. In fact the complexity of all the algorithms we can
create will grow exponentially in the number of triangles in our triangulation, and this
is directly related to the complexity of manifolds that we can look at. It would be nice
to somehow make these algorithms tractable, but to do that we must first determine the
bottlenecks in these algorithms. After determining the bottlenecks, we can begin to find
ways to work around them.

6.1 Computational Complexity and Bottlenecks

Considering the general set up of every 3-manifold algorithm from item 5.1, there are two
places where the main bottleneck in the algorithm could occur. Notice that specifying a
triangulation and generating the matching system are implicit in an implementation to
represent the manifold of consideration and so do not contribute to the complexity of
any algorithm. Therefore the bottleneck either occurs from enumerating the fundamen-
tal solutions to the matching system, or from the algorithm concerning surfaces. Most
algorithms concerning surfaces are able to run in polynomial time, and so the main
bottleneck comes down to enumerating the fundamental surfaces.

It turns out that for many algorithms we do not need to enumerate all normal surfaces,
and instead we need only enumerate the so called vertex solutions to the matching sys-
tem. These solutions correspond to the vertices of the polytope defined by the matching
system. Since we must at least enumerate all of these solutions, there are two obvious
ways to get at lower bounds for the complexity of the enumeration given a triangulation
K:

• Combinatorial Complexity σ(K), which measures the total number of vertex funda-
mental normal surfaces in K.

• Algebraic Complexity κ(K), which measures the magnitude of the largest coordinate
of the vertex fundamental normal surfaces in K.

The number σ(K) provides an immediate lower bound on the complexity of the enumer-
ation since it defines the output size of any enumeration algorithm. The number κ(K)
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provides another important measure when considering actually implementing these al-
gorithms. Indeed if κ(K) is small enough9 the values can be natively manipulated in
constant time, whereas if κ(K) is large we must use arbitrary precision integers which
cannot be manipulated in constant time.

In [4], Burton et. al. produce a class of triangulations with σ(K) = Θ(2.317n) where n
is the number of tetrahedron. They also produce class of triangulations such that κ(K)
follows a fibonacci growth rate in the number of tetrahedrons. These results show that
the worst case for a general triangulation is necessarily very bad.

6.2 Regina

Regina [3] is a software program that implements many of the 3-manifold algorithms
that are based on normal surface theory. It manages to overcome the above time com-
plexity issues by using heuristics to lower the practical run time of the algorithms it
implements.

6.3 Simplifying Triangulations

One of the most important algorithms when trying to implement 3-manifold algorithms
is being able to simplify a given triangulation K to an equivalent triangulation K′ with
fewer tetrahedra. There are two major reasons for this:

• Since 3-manifold algorithms run exponentially in the number of tetrahedrons, be-
ing able to quickly simplify a triangulation provides a massive speed up in the total
running time of any 3-manifold algorithm.

• Even better, by having a powerful simplification algorithm you can sometimes
avoid having to run the expensive 3-manifold algorithm by simply comparing the
simplified triangulation to a known triangulation that has the property you are
testing for.

Regina implements a powerful simplification algorithm based on local simplification
moves. These moves are split into 4 types:

1. Pachner Type Moves, which never change the underlying manifold.

2. Moves around low degree edges and vertices, which can potentially change the under-
lying manifold.

9Current CPU’s have 64-bit registers and so can represent unsigned numbers in the range [0, 265 − 1].
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(a) The 2-3 and 3-2 Pachner moves. (b) A 4-4 Pachner move.

Figure 20: Examples of Pachner moves (taken from [1])

3. Boundary Moves which only apply to triangulations with boundary and can also
potentially change the underlying manifold.

4. Edge Collapse, the most powerful of the move, but also the most complex to guar-
antee that it does not change the underlying manifold.

6.3.1 Pachner Type Moves

• Consider a triangular bipyramid, which can be triangulated either with (i) 2 tetra-
hedron that share an internal face, or (ii) 3 tetrahedron that share an internal edge.
A 2-3 Pachner move replaces (i) with (ii), and a 3-2 Pachner move replaces (ii) with
(i), see Figure 20(a).

• Consider an octahedron, which can be triangulated with four tetrahedron that
share an internal edge. There are 3 ways of triangulating it in this way, where
the shared edge is any of the main diagonals. A 4-4 move replaces one of these
triangulations with another, see Figure 20(b).

6.3.2 Moves around low degree edges and vertices

There are three moves that operate on vertices and edges with low degree.

• Consider a triangular pillow that is formed by two distinct tetrahedron surround-
ing a degree 2 vertex. A 2-0 vertex move flattens this pillow and replaces the two
tetrahedron with a single face, see Figure 21(a).

• Consider a bigon pyramid that is formed from two district tetrahedron surrounding
a degree 2 edge. A 2-0 edge move flattens the pyramid to a pair of faces that share
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(a) A 2-0 vertex move

gh

(b) A 2-0 edge move

∆

∆ ′

(c) A 2-1 edge move

Figure 21: The local moves around vertices and edges with low degrees (taken from [1])

an edge, see Figure 21(b).

• Consider a tetrahedron ∆3 that has two faces identified around one of it’s edges.
Let ∆3′ be an adjacent tetrahedron. A 2-1 edge move flattens two faces of ∆3′ together
and re-triangulates the region with a single tetrahedron, see Figure 21(c).

These moves have the potential to change the underlying manifold, but the below con-
ditions guarantee when the moves are safe.

• A 2-0 vertex move is safe if the faces bounding the pillow are not identified and
not both on the boundary.

• A 2-0 edge move is safe if the two edges being flattened together are not identified
in the triangulation. Also the two faces on either sides of the flattening edges cannot
be identified together or both be on the boundary (similar to the above condition).
Finally both sets of faces on either side of the flattening edge cannot be identified,
or two cannot be identified if the other two are both on the boundary.

• A 2-1 edge move is safe if the two faces of ∆3′ that are identified are not identified
and both are not on the boundary.

6.3.3 Moves on the boundary

The following moves relate to modifying the boundary of the triangulation.
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(a) Book opening and closing moves.

∆

(b) A boundary shelling move.

Figure 22: Moves on the boundary (taken from [1]).

• A book opening move takes a face with exactly two edges on the boundary and
unfolds the tetrahedrons that are identified at the face adding two triangles to the
boundary. A book closing move is the inverse and identifies two triangles on the
boundary that share an edge. See Figure 22(a).

• A boundary shelling move removes a tetrahedron ∆3 that has one, two, or three faces
on the boundary of the triangulation. See Figure 22(b).

As with the low degree moves, the boundary moves have the potential to change the
underlying manifold.

• A book opening move is always safe, but a book closing move is only safe if the two
faces do not make up the entire boundary component and the vertices opposite the
shared edge are not already identified.

• A boundary shelling move’s safety depends on the number of faces the tetrahedron
∆3 being removed has on the boundary.

– If ∆3 has three faces on the boundary, removing it is always safe.

– If ∆3 has two faces on the boundary, removing it is only safe if the two faces
not on the boundary are not identified and the edge not on these faces is
internal to the triangulation.

– If ∆3 has one face on the boundary, removing it is only safe if the none of the
edges not on the face are identified and the vertex not on the face is internal
to the triangulation.

6.3.4 Edge Collapse

Finally the edge collapse move is the most powerful move available. Given an edge e that
joins two distinct vertices, the edge collapse move crushes e to a point and flattens every
tetrahedron that contains e to a face, see Figure 23. The conditions to make sure an edge
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Figure 23: Edge collapse move (taken from [1])

collapse move is safe are much more complex than the previous moves. Let ∆1, . . . , ∆d be
the d tetrahedra that share e as an edge and V, W as the distinct vertices being collapsed.
If the following four conditions are met10, then the edge collapse move is safe.

1. ∆1, . . . , ∆d are all distinct.

2. V and W do not both lie on the boundary.

3. Let g1, . . . , gd be the edges that touch V and h1, . . . , hd be the corresponding edges
that touch W. We construct a graph Γ as follows:

• The nodes of Γ are the edges of the triangulation.

• We add an edge connecting each pair of nodes corresponding to edges gi, hi.

• We add a “boundary” node ∂ with edges connecting it to each edge on the
boundary of the triangulation.

Γ must not contain any cycles.

4. We construct a similar graph for the faces touching V and W and require that the
face graph also contain no cycles.

6.3.5 Simplification Algorithm

With the above moves we can describe in full the simplification algorithm employed in
Regina. The input to the algorithm is a triangulation K and the output is a simpler
triangulation (fewer tetrahedra) representing the same underlying manifold.

10These conditions only consider internal edges. The conditions for boundary edges are similar but
slightly more complex
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Algorithm 6.3.1.

1. Greedily reduce the number of tetrahedra by repeatedly applying the following moves in the
given priority until no moves are possible:

(a) Edge collapse

(b) 3-2 Pachner move, 2-0 edge move, or 2-1 edge move

(c) 2-0 vertex move

(d) boundary shelling move

2. Make up to 5R random 4-4 moves, with R being the maximum number of available 4-4
moves for the current triangulation. If after any 4-4 move a move from step 1 becomes
available, return to step 1.

3. If K has boundary then make book opening moves until none are available. If at any point
we can collapse an edge, return to step 1. If after we’ve performed all available book opening
moves we cannot collapse an edge, then undo each move and continue.

4. If there is an available book closing move, then perform it and return to step 1. Otherwise
terminate and return the current triangulation.

As shown in [1], the above simplification algorithm runs in O(n4 log n) time where n
is the number of tetrahedra in the input triangulation. This may not seem very good,
but compared to the exponential time of the high level 3-manifold algorithms, this sim-
plification algorithm provides a powerful preprocessing step that makes the high level
algorithms computationally tractable.

7 S3 Recognition

We end this survey of normal surface theory with an exploration of an important prob-
lem in 3-manifold algorithms, S3 recognition. The S3 recognition problem is a partic-
ularly interesting problem to explore because it requires a sophisticated application of
normal surface theory to first prove the existence of an algorithm, and requires state of
the art implementation techniques to make the algorithm computational tractable. Un-
fortunately the normal surfaces we have examined thus far are not sufficient to develop
the algorithm and we must introduce the concept of almost normal surfaces.
Definition 7.0.1. Given a triangulated manifold (M, K), a proper surface S is almost nor-
mal if for exactly one tetrahedron ∆3 in K, S ∩ ∆3 consists of exactly one disc whose
boundary is normal curve c with length 8 and possibly other normal triangles, and for
every other tetrahedron ∆3, S ∩ ∆3 is normal discs.
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Figure 24: Almost normal disc

(a) (b)

Figure 25: Types of components that can result from cutting along Σ.

7.1 Algorithm

Theorem 7.1.1 (Thompson, 1994; Rubinstein, 1992). There exists an algorithm to determine
if a compact 3-manifold is S3.

Outline of the proof of 7.1.1. Suppose we have a compact triangulated manifold (M, K).
Let Σ be a maximal collection of disjoint non-parallel normal 2-spheres in M. First notice
that Σ is not empty because around every vertex of K, there is a normal 2-sphere made
up of triangular pieces. Σ cuts M into three types of components M0:

1. M0 is a 3-ball containing a single vertex of K, as in Figure 25(a).

2. M0 contains more than one boundary component as in Figure 25(b).

3. M0 has exactly one boundary component but is not of type 1.

Using simplicial homology we can algorithmically guarantee that all 2-spheres in M are
separating. Therefore determining if M is a 3-sphere is equivalent to determining if each
component M0 is a punctured 3-ball. The meat of the proof is proving the following two
lemmas:
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Lemma 7.1.2 ([8, Lemma 2]). A component of type 2 is a punctured 3-ball.

Lemma 7.1.3 ([8, Lemma 4]). A component of type 3 is a 3-ball if and only if it contains an
almost normal 2-sphere.

Assuming 7.1.2 and 7.1.3 we can present the algorithm to determine if M is a 3-sphere:

1. Search Σ, a maximal collection of disjoin non-parallel normal 2-spheres. This is
done by searching through the fundamental surfaces for the matching system for
disjoint non-parallel normal 2-spheres until no more can be added to the collection.

2. For each component of M\Σ with a single boundary component, search it for an
almost normal 2-sphere.

3. M is a 3-sphere if and only if each component from step 2 contains an almost
normal 2-sphere.

�

Presented in this form, the proof of the 3-sphere recognition algorithm is actually quite
simple. There are three points we must address to fully complete the proof:

1. Searching for almost normal 2-spheres, which requires a modification to our
method for finding normal surfaces.

2. The proof of 7.1.2 and 7.1.3 can be found in [8]. The argument for 7.1.3 becomes
very technical and requires tools from knot theory.

7.2 Searching for almost normal 2-spheres

The first step is to create a matching system E for almost normal surfaces. This requires
only slight modification to our setup from before. Fix a tetrahedron ∆3 of the triangula-
tion K, and fix a normal curve c of length 8 on the boundary of ∆3. Now create a system
of matching equations E such that for the admissible solutions of E will contain normal
triangles and quads in every tetrahedron different from ∆3, and will contains normal
triangles and possible an octagonal component in ∆3. All of our results from before
concerning fundamental surfaces still apply in this case, and we can still interpret the
admissible sum of solutions as performing regular switches along intersection curves.
Finally to complete the argument we need to show that if M contains an almost normal
2-sphere it contains a fundamental almost normal 2-sphere. Unfortunately we can’t quite
get there; instead we restrict our attention to a component M0.
Lemma 7.2.1. If there exists an almost normal 2-sphere in M0 then there exists one which is a
fundamental solution to E.
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Proof. Let S be an almost normal 2-sphere in M0 and suppose S = G1 + · · ·+ Gk, where
Gi is a fundamental solution to E. Notice that since the addition of two almost normal
solutions is not admissible, exactly one of Gi is almost normal and the rest are normal
surfaces. Notice that since S lies inside M0, each Gi must also lie in M0. Therefore,
since M does not contain a closed non-orientable surface (it has trivial homology), and
the Euler characteristic is additive under Haken Sum, at least one of the Gi, say G1, is
a 2-sphere. If G1 is an almost normal surface then we are done. Supposing otherwise,
G1 must be parallel to the boundary of M0, since otherwise Σ would not have been a
maximal collection.

We can construct a normal isotopy i of M0 such that i(G1) is disjoint from i(G2∪ · · · ∪Gk).
i can be described as follows: for each tetrahedron of the triangulation, simply push
the components of G2 ∪ · · · ∪ Gk into M0 so that they are disjoint from the S2 × [0, 1]
component formed by G1 and the boundary.

Since i does not change the structure of Gi or G2 ∪ · · · ∪ Gk, we must have that,

G1 + G2 + · · ·+ Gk = i(G1) + i(G2) + · · ·+ i(Gk).

However i(G1) + i(G2) + · · ·+ i(Gk) is not connected since i(G1) is disjoint from i(G2 ∪
· · · ∪ Gk). Therefore S cannot be written as a non-trivial sum of fundamental surfaces
and thus must itself be a fundamental surface. �

7.3 Implementation

We now have an algorithm to detect S3, but as mentioned before this algorithm is not
sufficient if we want to implement in software. The main difficulty in implementing S3

recognition is the cutting procedure when examining the components of M− Σ. Cutting
a manifold is a non-trivial operation. After cutting a triangulated manifold, the resulting
components are no longer triangulated. Therefore we must re-triangulate, and in gen-
eral re-triangulating the components will result in adding more tetrahedra than before.
So the exponential behavior we see when enumerating normal surfaces becomes even
worse.

Given these difficulties, how does Regina implement 3-sphere recognition? The key ma-
chinery comes from Jaco and Rubinstein. In [5] they develop an efficient procedure to cut
a 3-manifold along a normal surface, known as crushing. The main idea is instead of cut-
ting the manifold along the surface and re-triangulating the components with boundary,
you identify the new boundary components to a point. After the crushing, the resulting
triangulation is guaranteed to have fewer tetrahedra than the original triangulation. In
[2], Burton explores the crushing procedure in the context of implementing 3-manifold
algorithms and summarizes the results of [5]. We first begin with an outline of the
crushing procedure.
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Figure 26: Examples of cells obtained after cutting along a surface.

(a) A 3-sided football (b) A 4-sided football (c) A triangular purse

Figure 27: Non tetrahedron components obtained after crushing.

Definition 7.3.1 ([2, 5]). The Jaco-Rubinstein Crushing Procedure operates on a normal
surface S in a triangulated manifold (M, K) as follows:

1. We first cut K along S, producing what is known as a cell decomposition. Essen-
tially a cell decomposition is a generalization of a triangulation where the number
of allowable building blocks is much larger. In this case, the cell types take a variety
of forms resulting from cutting tetrahedra along intersecting planes, see Figure 26.
If S is two-sided in K, then after the cutting operation we get two new boundary
components in the resulting cell decomposition that are homeomorphic to S. If S
is one-sided we get one new boundary component that is homeomorphic to S.

2. Next we collapse each copy of S on the boundary to a point. This then converts
the cell decomposition from before to a new cell decomposition C with four types
of cells: tetrahedron, 3-sided football (Figure 27(a)), 4-sided football (Figure 27(b)),
and triangular purses (Figure 27(c)).

3. Finally we eliminate any non-tetrahedron cells, as shown in Figure 27. To get
a valid triangulation K′, we keep only the surviving tetrahedra and the gluings
along 2-faces. We remove degenerate components as outlined in Figure 28.

An important note is that the crushing procedure 7.3.1 is “destructive” in the sense
that the resulting triangulation K′ will in general change the topology of the underlying
manifold more than just cutting along the surface. However the following theorem from
[2] that summarizes the results of [5] describes exactly the possible changes that could
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Figure 28: Removing degenerate components after crushing.

be introduced when crushing along a sphere or disc.
Theorem 7.3.2 (Jaco and Rubinstein [5]). Let K be a triangulation of a compact orientable
3-manifold M, and let S be a normal sphere or disc in K. Then, if we crush S using the Jaco-
Rubinstein crushing procedure 7.3.1, the underlying manifold M′ of the resulting triangulation
K′ can be obtained from M by zero or more of the following operations:

• Undoing a connected sum, i.e. replacing some component M′′ = M′′1 #M′′2 with the disjoint
union M′′1 ∪M′′2 ;

• Cutting open along proper discs;

• Filling boundary spheres with 3-balls;

• Deleting a 3-ball, 3-sphere, RP3, L3,2, or S2 × S1 components.

The above theorem is of particular interest in the context of the 3-sphere recognition algo-
rithm because it allows us to efficiently cut along 2-spheres, which is the most expensive
aspect of Algorithm 7.1.1.

The following is the complete 3-sphere recognition algorithm as implemented in Regina.
The input is a triangulation K and the algorithm outputs if K is a triangulation of the
3-sphere.
Algorithm 7.3.3.

1. Test if K is closed, connected, and orientable. If K fails any of these tests return false.
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2. Simplify K using 6.3.1.

3. Test if K has trivial homology and return false if it does not.

4. Create a list of L of triangulations to process, initialized with K.

5. While L is not empty:

• Remove the first triangulation N to process from L.

• Search N for a quadrilateral normal 2-sphere F.

– If F exists, use the Jaco-Rubinstein Crushing Procedure 7.3.1 on F. Simplify each
new component N′ and add it back to L.

– If no F can be found and N contains a single vertex, search N for an almost
normal quadrilateral 2-sphere. If none can be found return false.

6. Once L has been fully processes, terminate and return true.

Notice that the overall structure of Algorithm 7.3.3 is the same as the original algorithm
7.1.1. There are two differences worth noting. The first is that instead of searching for
Σ, the maximal collection of disjoint non-parallel normal 2-spheres, explicitly and then
examining the resulting components, we recursively reduce M via normal 2-spheres until
we have examined all of the components. This is largely a product of implementation, as
it provides a way to throw out components as we process them. The second difference
is more substantial, and it is the use of the Jaco-Rubinstein crushing procedure as a
proxy for cutting. As previously discussed, this is a hugely important tool that makes
Algorithm 7.3.3 possible to implement. However it does not represent a fundamental
change in the original algorithm, and instead is a more sophisticated tool to accomplish
the subproblem of getting the components.

8 Conclusion

In this survey we have examined how to approach questions involving 3-manifolds from
an algorithmic viewpoint. In the process we developed significant machinery to make
3-manifolds computationally approachable, and looked at a high level algorithm to rec-
ognize the 3-sphere.
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