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Abstract

Long-lived oscillations lasting up to 1800 fs have been observed in the Fenna–Mathews–Olson (FMO) Pigment-Protein complex. It is unclear if the oscillations are quantum or classical in origin. Quantized intra-pigment normal modes are responsible for these long-lived oscillations. In this thesis we simulate a bacteriachlorophyll dimer in the FMO Complex at physiological conditions. Our model describes two electronically coupled pigments coupled to the vibrational protein environment. Our goal is to find system parameters that allow long-lived quantum coherences to exist in photosynthetic complexes. We calculate the time evolution of our system’s density matrix using the numerically exact quantum adiabatic path integral (QUAPI). The coherence of the system was determined by taking the real component of the density matrices complex off-diagonals. The quantumness of the system was determined by taking the Hilbert-Schmidt distance between the density matrix and its corresponding pointer states. By varying the Huang-Rhys factor, the reorganization energy difference, and the site energy difference we found long-lived coherences with an amplitude of 0.15 and a quantumness of 0.23. The quantum coherence was still present 2500 fs after the initial excitation of the system. This suggests that coherent quantum superpositions can theoretically occur in the FMO Complex at physiological conditions. The period of the coherent oscillations were on the same order of magnitude as the time resolution of our simulation causing aliasing to occur. In order to confirm the observed coherent superpositions we need to increase the temporal resolution of the simulation.
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1 Introduction

1.1 Purpose
The role of quantum mechanics in biological processes has interested physicists for a long time. Quantum effects may explain the near-unity efficiency exhibited by photosynthesis [1]. Recently, experimentalists have shown the existence of long-lived oscillatory behavior in Pigment-Protein Complexes (PPC’s) such as the FMO protein [2]. The oscillations have been interpreted as a sign of electronic coherence. However, it is unclear if the observed oscillations are quantum or classical in origin [3]. The goal of this thesis is to determine if long-term quantum coherences can occur in photosynthetic complexes at physiological conditions.

Studying quantum effects in photosynthesis has useful applications in quantum computation. For a quantum algorithm to be implemented, there must be coherence among the quantum bits or qubits. However, environmental influences cause qubit systems to decohere quickly before any calculations can be made. Understanding how biology has managed to create long-term coherence can help us design better environments for qubits to live in [4, 5].

1.2 From Classical to Quantum
Before we discuss the nature and implications of quantum effects, we must first understand the meaning of classical. Anything that can be described by Newton’s laws is considered classical. For example, if you run into a wall there will be an equal and opposite reaction (and a very unpleasant one at that). Newton’s laws are the root of Fluid Dynamics, Electrodynamics, and Statistical Mechanics i.e. anything we interact with on a daily basis can be described classically. Only when we go to the extremes of our universe does our trusty friend Newton begins to fail us—this is where things get interesting. Leaving our classical friend behind, let us delve into the realm of the extremely small, the extremely short-lived—the Quantum.

The quantum world is a strange one. Here, nothing has a defined position or velocity. Instead, quantum particles are described probabilistically as waves spreading out over space. For example, If you run into a wall in a quantum world, there may be an equal and opposite reaction, but then again, you might just end up on the other side of the wall. In fact, you wouldn’t be existing on one side of the wall or the other, you’d be existing on both sides, simultaneously. This may seem very bizarre, but it comes from the fact that when we aren’t looking at a quantum system, it is spread out over all of the possible states. It is only when we measure the system that it will collapse, with certain probability, into one of the classically possible states or the pointer states [6]. This probability is defined by the quantum system’s wavefunction. Furthermore, the wavefunctions of different systems can overlap, much in the same way as classical waves. These overlaps or superpositions cause interferences leading to correlations between the two systems in ways that are not classically possible. The amount of correlation between the two wavefunctions is called the coherence. When the coherence is large, the two systems are said to be entangled. Measurement of one system entangled with another will cause the collapse of both wavefunctions into either correlated or anti-correlated states.
Quantum mechanics is not to be confused with statistical mechanics. While both theories are probabilistic in nature, statistical mechanics is a classical theory. Statistical mechanics is used to describe large ensembles of classical particles that are oscillating randomly due to thermal energy. Quantum mechanics differs in that the wavefunctions of these particles interfere with each other causing non-classical correlations.

We usually consider a system as either quantum or classical, however, this assumption is not always true. There is no fine line dividing these two physical realms. In reality, there is a blurred region at the molecular level where both quantum and classical effects are present. At this interface, systems require both classical and quantum theories. Photosynthetic processes occur in this quantum-classical realm. While photosynthetic energy transfer is a quantum process, interactions with the vibrational protein environment are classical. In general, classical environmental interactions with a quantum system destroys the correlations between the wavefunctions. This is called dephasing or decoherence. As the coherent superpositions dissolve, the system begins to turn into a classical statistical system. However, not all vibrations are classical, strong quantized vibrational frequencies or normal modes can occur at similar frequencies to the coherence [8]. Instead of causing the system to decohere, normal modes may assist the coherence allowing for long-term quantum effects. Thus, the presence of normal modes in a quantum system can counteract the decoherence leading to the long-term coherence observed in the FMO Complex [9, 2].

1.3 Photosynthesis Overview

Photosynthesis is the conversion of solar energy into chemical energy. It is the main source of energy for many organisms such as plants, algae, and some kinds of bacteria. The process is extremely efficient, over 90% of the absorbed photons are successfully stored as chemical energy [10]. Photosynthesis occurs at the molecular level in specialized organelles called chloroplasts. Pigment-Protein Complexes (PPCs) absorb light and transfer its energy to the reaction center where ionization occurs. The energy released through ionization is used to make ATP, a cellular form of chemical energy. ATP provides the energy to synthesize carbohydrates from hydrogen and carbon dioxide molecules. Through the process of photosynthesis, solar energy is successfully stored in the covalent bonds of the synthesized carbohydrates [10, 11].

In this thesis we are only concerned with the energy transfer from the PPCs to the reaction center. The transfer occurs between pigments in large arrays of PPCs called antenna complexes. PPCs are organized in the antenna complex such that high energy (blue light) absorbing pigments are located on the peripheries and low energy (red light) absorbing pigments are located close to the reaction center. This creates an energy gradient or “funnel” directing excitations or excitons from the peripheries to the reaction center. The funnel speeds up energy transfer by preventing excitons from wandering around the antenna complex to find the reaction center [11].

1.4 Pigment-Protein Complexes

In order to understand the energy transfer dynamics of the antenna complex, we must first look at the structure of the PPCs responsible for the energy transfer. PPCs consist of a
protein environment with specific bonding sites to which pigments can attach. The protein environment or bath is a dynamic structure made up of thousands of molecules, each molecule is constantly vibrating due to thermal energy in the bath. The pigments attached to the protein are also dynamic structures oscillating at quantized vibrational frequencies or normal modes [8]. These normal modes cause the energy levels of the pigments to split. Womick proposes that quantized normal modes in the FMO can promote quick transitions between electronic states [9]. Thus, coherent energy transfer is assisted by quantized intra-pigment normal modes.

Excitations or excitons are transferred between pigments through dipole interactions. When a pigment absorbs a photon, an excited state is created causing the charge to reorganize. The reorganization of charge creates an electronic dipole [12]. Two interacting dipoles are said to be electronically coupled. The strength of the electronic coupling is dependent on the distance between the pigments and their relative orientation [10, 11]. If the coupling is strong between two pigments then their wavefunctions overlap allowing for coherences to arise. Nuclear motion in the protein bath is responsible for the decoherence of these quantum superpositions [9]. Furthermore, couplings between nuclear degrees of freedom and the electronic system allows for energy to dissipate into the protein bath. When an electron becomes excited, it gives the nucleus a little ”kick.” In order to restore equilibrium, the nucleus must shift to a new position. Doing so removes energy from the electronic system and adds it to the bath. As the excitation is passed from pigment to pigment, the energy of the excitation will slowly dissipate into the environment. The amount of energy lost per transition is called the reorganization energy [12].

One of the most heavily studied PPCs is the Fenna-Mathews-Olson (FMO) Complex. The FMO was discovered in 1962 and was the first PPC to have its structure determined [11]. Today, its structure has been resolved to 1.9 Angstroms using x-ray crystallography. The FMO is composed of three identical monomer subunits. Each monomer contains 8 identical bacteriochlorophyll pigments. The site energy of each pigment is determined by its protein surroundings. Rivera et al. have experimentally determined the site energy for each of the bacteriochlorophylls. Because of its well known structure and small number of pigments, the FMO monomer is ideal for studying the dynamics of photosynthetic energy transfer [13].

1.5 From Quantum to Classical

It is argued that the efficient energy transfer in the antenna complex is a result of excitonic superpositions. While classical excitons transfers between pigments based on a random walk or “incoherent hopping” model, quantum excitons traverse the antenna complex in the form of a coherent energy wavepacket [14]. The energy gradient in the antenna complex allows for excitons to quickly be transferred from the peripheries of the antenna complex to the reaction center. As excitons transfer between pigments, couplings with the environment cause their energy to dissipate into the environment. As the excitons lose energy, they will “flow” down the energy gradient from higher to lower energy. If the energy landscape were smooth, classical models would be able to transfer energy just as efficiently as quantum models. However, the energy landscape is very rugged, it contains many potential wells and barriers [2]. Classically if an exciton ended up in one of these potential wells, it would get stuck because its energy would be lower than that of the
surrounding pigments. However, if a quantum exciton got stuck in a potential well, it would be able to tunnel its way out with a certain probability. While the energy gradient contributes to the efficiency of the Antenna Complex, imperfections in the landscape can trap classical excitons. Thus, the presence of quantum effects allows for more efficient energy transfer.

Although quantum models may be better at traversing the rugged energy landscape, there are benefits to a classical models. Let me pose the following question: If an exciton is delocalized, in a superposition of states around the antenna complex, how would the wavefunction know to collapse when the reaction center was reached? Panitchayangkoon provides a clever solution to this problem. Energy transfer may in fact require both quantum and classical behavior. The exciton could begin in a quantum superposition, effectively traversing the rugged energy landscape. As it moves its way towards the reaction center, environmental fluctuations will cause energy loss and decoherence. If the energy transfer time of the antenna complex and the decoherence time of the exciton are on the same order, then the exciton would collapse into a classical excited state when it reached the reaction center allowing for ionization to occur [2].
2 Model and Theory

Modeling exciton dynamics in a PPC has proven to be a very difficult task. Models based purely on electronic energy transfer fail to predict the observed long-term coherence. At cryogenic temperatures (77 K) the observed coherence lasted for over 1800 fs [2]. Purely electronic models predict coherences of only 500 fs at 77 K [1]. To improve the model, the vibrational protein environment must be taken into consideration. The model must include both electronic couplings with other pigments and vibrational coupling with the environment.

Modeling molecular systems with both electronic and environmental coupling can be simplified by approximating the effects of the coupling. If the environmental coupling dominates the electronic coupling, then the system can be described with a classical incoherent hopping model. In this case, the electronic coupling is approximated with perturbation theory. If the electronic coupling dominates the environmental coupling, then the system is approximated as Markovian. Unfortunately, the electronic and environmental coupling in photosynthetic complexes are on the same order. Therefore, approximations cannot be used, the vibrational and electronic couplings must be considered explicitly in the model [4].

The model used in our simulation is based on a two-state electronic coupling model considering only the ground and excited states $|g\rangle$ and $|e\rangle$ respectively. The nuclear degrees of freedom can be included by coupling the electronic states with the vibrational bath of the protein. The physical structure of the bath is described with the spectral density [14]. The intra-pigment vibrational normal-modes cause the ground and excited states energies to split. The normal-modes can be removed from the bath and treated vibronically. Our two state electronic model then becomes a four state vibronic model [14].

2.1 The Pigment-Protein Hamiltonian

A pigment-protein (PP) can be modeled using the Molecular Hamiltonian [12]

$$H_{\text{mol}} = \sum_{a,b} |\phi_a\rangle \langle \phi_b| \otimes [\delta_{ab} H_a + (1 - \delta_{ab}) \Theta_{ab}]$$

Where $\phi_a$ and $\phi_b$ represent the electronic states of the molecular system, $H_a$ represents the normal-mode Hamiltonian, and $\Theta_{ab}$ describes the non-adiabatic couplings. $H_a$ and $\Theta_{ab}$ are operators in the basis of the nuclear coordinates. $\Theta_{ab}$ is needed if the potential energy curves of the electronic states $\phi_a$ and $\phi_b$ overlap or are close enough together such that small changes in the radial distance from the nucleus, $R$, may result in electronic transitions. In short, if $R \rightarrow R + \Delta R$ causes $|\phi_a\rangle \rightarrow |\phi_b\rangle$ then $\Theta_{ab}$ is needed. For our Hamiltonian, we are only considering transitions between the ground state and a single excited state, $|g\rangle$ and $|e\rangle$ respectively. The potential energy curves of these states do not overlap allowing us to make the Born-Oppenheimer approximation setting $\Theta_{ab} = 0$ [12]. Thus we are left with the following Hamiltonian.
\[ H_{\text{mol}} = \sum_a |\phi_a\rangle \langle \phi_a| \otimes H_a \]  

(2)

\[ H_a \] describes the nuclear motion of the protein environment for a given electronic state \( a \). As the electronic state changes, the equilibrium point of the normal mode oscillators shift. To account for the shifting, we can use the same normal mode coordinates and just shift the minimum of the potential energy. Thus we have,

\[ H_a = U_a + \sum_{\xi} \frac{\hbar \omega_\xi}{4} \left[ P_\xi^2 + (Q_\xi + 2g_\xi(\xi))^2 \right] \]

(3)

Where \( U_a \) is the vertical shift in the potential energy and the horizontal shift is expressed as

\[ -2g_\xi(\xi) = \sqrt{\frac{2\omega_\xi}{\hbar}} \hat{q}_\xi^{(a)}. \]

(4)

\( P_\xi \) and \( Q_\xi \) are dimensionless coordinates used to describe the harmonic oscillators. These can be expressed in terms of the creation and annihilation operators, \( C^{\dagger}_\xi \) and \( C_\xi \) respectively.

\[ Q_\xi = C_\xi + C^{\dagger}_\xi \]

(5)

\[ P_\xi = -i(C_\xi - C^{\dagger}_\xi) \]

(6)

Where \( C^{\dagger}_\xi \) and \( C_\xi \) obey the boson commutation relation

\[ [C_\xi, C^{\dagger}_{\xi'}] = \delta_{\xi\xi'} \]

(7)

We can rewrite the normal-mode hamiltonian by gathering all of the terms dependent on \( \xi \), the normal mode frequency, in a new Hamiltonian \( H_{a,\xi} \)

\[ H_a = U_a + \sum_{\xi} H_{a,\xi} \]

(8)

We can rewrite \( H_{a,\xi} \) by introducing the Displacement Operator

\[ D^{\dagger}(g_\xi(\xi)) = \exp[\hbar g_\xi(\xi)(C_\xi - C^{\dagger}_\xi)] \]

(9)

Now we have a means to transform the eigenstates of the non-shifted reference oscillators, \( |N_\xi\rangle \), into eigenstates of the shifted oscillator corresponding to state \( a \), \( |N_\xi^{(a)}\rangle \)

\[ |N_\xi^{(a)}\rangle = D^{\dagger}(g_\xi(\xi))|N_\xi\rangle \]

(10)

It is possible for the potential energy curves of the shifted oscillator states to overlap. Overlaps allow for easier transitions between shifted oscillator states. Assuming \( |\chi_{a,M}\rangle \) and \( |\chi_{b,N}\rangle \) are two normal mode eigenstates corresponding to two different modes, \( N \) and
and two different electronic states, $a$ and $b$, the amount of overlap can be measured by the Franck-Condon factors given by

$$
\langle \chi_M | \chi_b N \rangle = \langle M | D(g_a) D^\dagger(g_b) | N \rangle
$$

(11)

Let $H_\xi = \frac{\hbar \omega}{4} (P^2 + Q^2_\xi)$. Then using the Displacement Operator, we can rewrite $H_{a,\xi}$ as

$$
H_{a,\xi} \equiv D^\dagger(g_a(\xi)) H_\xi D(g_a(\xi))
$$

(12)

The eigen-energies of $H_{a,\xi}$ have the following form

$$
H_{a,\xi} |N_\xi^{(a)}\rangle = \hbar \omega (N_\xi^{(a)} + \frac{1}{2}) |N_\xi^{(a)}\rangle
$$

(13)

Now let us introduce the identity operator in the basis of the normal modes,

$$
I \equiv \bigotimes_\xi I_\xi = I_0 \otimes I_1 \otimes I_2 \cdots I_f
$$

(14)

Where

$$
I_f = \sum_{N_\xi=0}^\infty |N_\xi\rangle \langle N_\xi|
$$

(15)

Then a mathematically rigorous expression of $H_a$ is

$$
H_a = U_a^{(0)} I + H_{a,0} \otimes I_1 \otimes I_2 \otimes \cdots \otimes I_f \\
+ I_0 \otimes H_{a,1} \otimes I_2 \otimes \cdots \otimes I_f \\
+ I_0 \otimes I_1 \otimes H_{a,2} \otimes \cdots \otimes I_f \\
+ \cdots \\
+ I_0 \otimes I_1 \otimes I_2 \otimes \cdots \otimes H_{a,f}
$$

(16)

The eigenket of $H_a$ can now be written as

$$
|\chi_a N\rangle = \bigotimes_\xi |N_\xi^{(a)}\rangle \\
= |N_0^{(a)}\rangle |N_1^{(a)}\rangle |N_2^{(a)}\rangle \cdots |N_f^{(a)}\rangle
$$

(17)

And the eigen-energies of $H_a$ can be written as

$$
H_a |\chi_a N\rangle = \left[ U_a^{(0)} + \sum_\xi \hbar \omega (N_\xi^{(a)} + \frac{1}{2}) \right] |\chi_a N\rangle \\
\equiv \mathcal{E}(\chi_a) |\chi_a N\rangle
$$

(18)

(19)
Now we can define the eigenket of $H_{mol}$ as $|\psi_{aN}\rangle = |\phi_a\rangle \otimes |\chi_{aN}\rangle$

\[
H_{mol} |\psi_{aN}\rangle = \sum_b |\phi_b\rangle \langle \phi_b | \otimes [H_b |\chi_{aN}\rangle]
\]

\[
= \sum_b \delta_{ab} |\phi_b\rangle \otimes [H_b |\chi_{bN}\rangle]
\]

\[
= |\phi_a\rangle \otimes [H_a |\chi_{aN}\rangle]
\]

\[
= \mathcal{E}(\chi_a) |\psi_{aN}\rangle. \tag{20}
\]

Taking the inner product of our vibrational eigenkets, we find that

\[
\langle \chi_{aM} |\chi_{bN}\rangle = \delta_{ab} \prod_{\xi=0}^f \delta_{M^{(a)}_{\xi}} N^{(b)}_{\xi} + (1 - \delta_{ab}) \prod_{\xi=0}^f \langle M^{(a)}_{\xi} | N^{(b)}_{\xi} \rangle. \tag{21}
\]

Where $\chi_{aM} \equiv M^{(a)}_{\xi}$ and $\chi_{bN} \equiv N^{(b)}_{\xi}$. The first term on the right-hand side of the equality necessitates the orthonormality of the eigen basis of each normal mode. The second term is just the Franck-Condon factors as defined earlier. In our pigment-protein model, we are only considering two states, ground and excited, $|g\rangle$ and $|e\rangle$ respectively. Thus, our molecular Hamiltonian becomes

\[
H_{mol} = |g\rangle \langle g | \otimes H_{g}^{(nm)} + |e\rangle \langle e | \otimes H_{e}^{(nm)}. \tag{22}
\]

If we take our reference set of normal mode oscillators to be that of the ground state, then the minimum of the ground state PES will be located at the origin. Thus, our normal modes need no shifting and $U_{g}^{(0)} = 0$ and $g_{g}(\xi) = 0$ giving us

\[
H_{g} = \sum_{\xi} \frac{\hbar \omega_{\xi}}{2} \left[ P_{\xi}^2 + Q_{\xi}^2 \right]. \tag{23}
\]

Since there is no displacement of our oscillators, we do not need the Displacement Operator to define our eigenkets. Thus, the eigenkets of our ground state are just the eigenkets of the normal-mode oscillators

\[
|N_{\xi}^{(g)}\rangle = |N_{\xi}\rangle \tag{24}
\]

For the excited state Hamiltonian, $H_{e}$, we must include the shift of the reference set of oscillators, thus

\[
H_{e}^{(nm)} = U_{e}^{(0)} + \sum_{\xi} \frac{\hbar \omega_{\xi}}{4} \left[ P_{\xi}^2 + (Q_{\xi} + 2g_{\xi})^2 \right]
\]

\[
= \hbar \epsilon + H_{g}^{(nm)} + \sum_{\xi} \hbar \omega_{\xi} g_{\xi} Q_{\xi} \tag{25}
\]

\[
= \hbar \epsilon + \sum_{\xi} \hbar \omega_{\xi} g_{\xi} Q_{\xi} \tag{26}
\]
where a shorthand notation $g_\xi \equiv g_e(\xi)$ has been introduced. The site energy, $\hbar \epsilon$, is defined

$$\hbar \epsilon = U_e^{(0)} + \sum_\xi \hbar \omega_\xi g_\xi^2$$  \hfill (27)

For an exciton isolated to a single pigment, we define the system basis to be that of the electronic states alone, $\{|g\rangle, |e\rangle\}$. We can then rewrite $H_{\text{mol}}$ as the following

$$H_{\text{mol}} = H_S \otimes I_B + I_S \otimes H_B + S \otimes B$$  \hfill (28)

Where

$$H_S = \hbar \epsilon |e\rangle \langle e|$$  \hfill (29)

$$H_B = H_g$$  \hfill (30)

$$S = |e\rangle \langle e|$$  \hfill (31)

$$B = \sum_\xi \hbar \omega_\xi g_\xi Q_\xi$$  \hfill (32)

$$I_S = |g\rangle \langle g| + |e\rangle \langle e|$$  \hfill (33)

$$I_B = \bigotimes_{\xi=0}^f I_\xi$$  \hfill (34)

We can include the first normal mode, $\xi = 0$, explicitly into our System Hamiltonian, $H_S$, by defining a new orthonormal basis $\{|g\rangle |M_0\rangle, |e\rangle |P_0\rangle |N_0\rangle, \}$, where $D_0 = D(g_e(0)) = D(g_0)$ and $|N_0\rangle$ is an infinite set of vibrational eigenstates. The Displacement Operator is not needed for the vibrational eigenstates of the ground state because the ground state was defined so that the minimum of the PES was at the origin. We can now write the Hamiltonian in terms of the new electro-vibronic basis. While the form remains the same, $H_{\text{mol}} = H_S \otimes I_B + I_S \otimes H_B + S \otimes B$, each component is split so that

$$H_S = |g\rangle \langle g| \otimes H_0 + |e\rangle \langle e| \otimes (\hbar \epsilon I_0 + D_0^\dagger H_0 D_0),$$  \hfill (35)

$$H_B = \sum_{\xi=1}^f \frac{\hbar \omega_\xi}{4} (P_\xi^2 + Q_\xi^2)$$  \hfill (36)

$$S = |e\rangle \langle e| \otimes I_0$$  \hfill (37)

$$B = \sum_{\xi=1}^f \hbar \omega_\xi g_\xi Q_\xi$$  \hfill (38)

$$I_S = (|g\rangle \langle g| + |e\rangle \langle e|) \otimes I_0,$$  \hfill (39)

$$I_B = \bigotimes_{\xi=1}^f I_\xi \text{ with } I_\xi = \sum_{N_\xi=0}^\infty |N_\xi\rangle \langle N_\xi|. \hfill (40)$$

Here, $I_0$ is the the identity operator belonging to $\xi = 0$
\[ I_0 = \sum_{M_0=0}^{\infty} |M_0\rangle \langle M_0| = \sum_{N_0=0}^{\infty} D_0^\dagger |N_0\rangle \langle N_0| D_0 \] (41)

and \( H_0 \) is the Hamiltonian of the non-shifted normal mode at \( \xi = 0 \)

\[ H_0 = \frac{\hbar \omega_0}{4} (P_0^2 + Q_0^2) \] (42)

Since the first normal mode was excluded from the bath, we must rewrite the site energy summing from the \( \xi = 1 \) normal mode rather than the \( \xi = 0 \).

\[ \hbar \epsilon = U_e + \sum_{\xi=1}^f \hbar \omega_\xi g_\xi^2 \] (43)

To simplify our notation, we can substitute \( M_0 \) and \( N_0 \) with \( \mu \) and \( \nu \) respectively and make the following definitions

\[ |g_\mu\rangle \equiv |g\rangle |M_0 = \mu\rangle \] (44)
\[ |e_\nu\rangle \equiv |e\rangle D_0^\dagger |N_0 = \nu\rangle \] (45)

Furthermore, the eigenenergy of \( D_0^\dagger |\nu\rangle \) is

\[ E_\nu \equiv \hbar \omega_0 \left( \nu + \frac{1}{2} \right) \] (46)

We can get some useful eigenvalue expressions using the orthonormality of the vibronic basis. \( i.e \langle g_\mu | e_\nu \rangle = 0 \) and \( \langle g_\mu | g_\nu \rangle = \langle e_\mu | e_\nu \rangle = \delta_{\mu\nu} \)

\[ H_S |g_\mu\rangle = E_\mu |g_\mu\rangle \] (47)
\[ H_S |e_\nu\rangle = (\hbar \epsilon + E_\nu) |e_\nu\rangle \] (48)
\[ S |g_\mu\rangle = 0 \] (49)
\[ S |e_\nu\rangle = |e_\nu\rangle \] (50)

Using these eigenvalues, we can rewrite \( H_S \), \( S \), and \( I_S \)

\[ H_S = \sum_{\mu=0}^{\infty} E_\mu |g_\mu\rangle \langle g_\mu| + \sum_{\nu=0}^{\infty} (\hbar \epsilon + E_\nu) |e_\nu\rangle \langle e_\nu| \] (51)
\[ S = \sum_{\nu=0}^{\infty} |e_\nu\rangle \langle e_\nu| \] (52)
\[ I_S = \sum_{\mu=0}^{\infty} (|g_\mu\rangle \langle g_\mu| + |e_\mu\rangle \langle e_\mu|) \] (53)
Let us now define a new operator called the Excitation Operator

\[ V_{eg} \equiv |g\rangle\langle e| \otimes I_0 = |g\rangle\langle e| \otimes \sum_{\sigma=0}^{\infty} |\sigma\rangle\langle \sigma| \] (54)

The action on the vibronic exciton basis is

\[ V_{ge}|g_\nu\rangle = 0 \] (55)

\[ V_{ge}|e_\nu\rangle = |g\rangle \sum_{\sigma=0}^{\infty} |\sigma\rangle\langle \sigma| D_0^\dagger |\nu\rangle = \sum_{\sigma=0}^{\infty} |g_{\sigma}\rangle (FC)_{\sigma\nu} |\nu\rangle \] (56)

\[ V_{eg}|g_\nu\rangle = |e\rangle |\nu\rangle \] (57)

\[ V_{eg}|e_\nu\rangle = 0 \] (58)

where \((FC)_{\sigma\nu}\) is a Franck-Condon factor for a special case of \(a = g\) and \(b = e\), that is \((FC)_{\sigma\nu} \equiv \langle \chi_{g\sigma}|\chi_{e\nu}\rangle\). The matrix elements of this operator are obtained as \(\langle g_\mu|V_{eg}|e_\nu\rangle\) and \(\langle g_\mu|V_{ge}|g_\nu\rangle = \langle e_\mu|V_{eg}|g_\nu\rangle = 0\) due to the orthogonality among the electronic states, \(\langle g|e\rangle = 0\). Likewise for an operator defined as \(V_{eg}\) we get \(\langle e_\mu|V_{eg}|g_\nu\rangle = \langle g_\nu|V_{ge}|e_\mu\rangle^* = \langle \chi_{g\nu}|\chi_{e\mu}\rangle = (FC)_{\nu\mu}\), and other elements vanish. (Note that the Franck-Condon factors are all real.)

Using \(\Delta_{g_{ge}} = g_{g0}(0) - g_{e0}(0) = -g_0\), the explicit form of Franck-Condon factor is obtained from Eq.(2.105) as

\[ (FC)_{\mu\nu} = e^{-g_0^2/2} \sum_{m=0}^{\mu} \sum_{n=0}^{\nu} (-1)^{m} \frac{g_0^{m+n}}{m!n!} \sqrt{\frac{\mu!\nu!}{(\mu-m)!(\nu-n)!}} \delta_{\mu-m,\nu-n} \] (59)

The symmetry under interchange of indices is \((FC)_{\mu\nu} = (-1)^{\nu-\mu}(FC)_{\nu\mu}\) for \(\nu > \mu\). Here, the Huang-Rhys factor \(S_{HR}\) is defined as \(g_0 = -\sqrt{S_{HR}}\) [12]. The Huang-Rhys factor describes the amount of overlap between the vibrational modes. This leads to

\[ (FC)_{0\nu} = e^{-g_0^2/2} \frac{g_0^\nu}{\nu!} = e^{-S_{HR}/2} \frac{(-1)^{\nu} S_{HR}^{\nu/2}}{\nu!}. \] (60)

in which \((FC)_{00} = (-1)^{\nu}(FC)_{0\nu}\) holds.

### 2.2 Pigment-Protein Dimer

It is easy to expand the Pigment-Protein Monomer to the Dimer (PPD). The Hamiltonian simply takes the form of

\[ H = H_{mol,1} \otimes I_{mol,2} + I_{mol,1} \otimes H_{mol,2} + V_{ex} \] (61)

Where \(H_{mol,m}\) is just the Molecular Hamiltonian for Pigment-Protein Monomer with \(m\) as the site index

\[ H_{mol,m} = H_{Sm} \otimes I_{Bm} + I_{Sm} \otimes H_{Bm} + S_m \otimes B_m \] (62)

\[ I_{mol,m} = I_{Sm} \otimes I_{Bm} \] (63)
$V_{ex}$ is the inter-monomer excitonic coupling that is insensitive about the baths,

$$
V_{ex} = V_{12} \otimes I_{B2}
$$

We let the excitonic coupling operator to be

$$
V_{12} = \hbar J_{12} (V_{eg} \otimes V_{ge} + V_{ge} \otimes V_{eg})
$$

Separating the Dimer Hamiltonian into the independent System and Bath operators, the Hamiltonian can be rewritten in the form $H = H_S \otimes I_B + I_S \otimes H_B + H_{SB}$ where

$$
H_S = H_{S1} \otimes I_{S2} + I_{S1} \otimes H_{S2} + V_{12} \equiv \sum_{m=1}^{2} H_{Sm} + \sum_{m<n}^{2} V_{mn}
$$

$$
H_B = H_{B1} \otimes I_{B2} + I_{B1} \otimes H_{B2} \equiv \sum_{m=1}^{2} H_{Bm}
$$

$$
H_{SB} = S_1 \otimes I_{S2} \otimes B_1 \otimes I_{B2} + I_{S1} \otimes S_2 \otimes I_{B1} \otimes B_2 \equiv \sum_{m=1}^{2} S_m \otimes B_m
$$

$$
I_S = I_{S1} \otimes I_{S2}
$$

$$
I_B = I_{B1} \otimes I_{B2}
$$

In the vibronic exciton basis, we have $\{|g_\mu\rangle|g_\nu\rangle\}$ for zero-exciton manifold, $\{|e_\mu\rangle|g_\nu\rangle, |g_\mu\rangle|e_\nu\rangle\}$ for one-exciton manifold, and $\{|e_\mu\rangle|e_\nu\rangle\}$ for two-exciton manifold. For our model we will only be considering the one-exciton manifold and we can define our basis as

$$
|1, \mu\nu\rangle \equiv |e_\mu\rangle|g_\nu\rangle
$$

$$
|2, \mu\nu\rangle \equiv |e_\mu\rangle|e_\nu\rangle
$$

The actions of operators onto these basis are obtained as

$$
H_{S1}|1, \mu\nu\rangle = (\hbar e_1 + E_\mu)|1, \mu\nu\rangle
$$

$$
H_{S2}|1, \mu\nu\rangle = E_\nu|1, \mu\nu\rangle
$$

$$
V_{12}|1, \mu\nu\rangle = \hbar J_{12} \sum_{\sigma=0}^{\infty} (FC)_{\sigma\mu}|g_\sigma\rangle (|e\rangle|\nu\rangle)
$$

$$
H_{S2}|2, \mu\nu\rangle = (\hbar e_2 + E_\nu)|1, \mu\nu\rangle
$$

$$
H_{S1}|2, \mu\nu\rangle = E_\mu|1, \mu\nu\rangle
$$

$$
V_{12}|2, \mu\nu\rangle = \hbar J_{12}(|e\rangle|\mu\rangle) \sum_{\sigma=0}^{\infty} (FC)_{\sigma\nu}|g_\sigma\rangle
$$

which lead to

$$
\langle 1, \mu'\nu'|V_{12}|1, \mu\nu\rangle = 0
$$

$$
\langle 2, \mu'\nu'|V_{12}|1, \mu\nu\rangle = \hbar J_{12}(FC)_{\mu'\mu}(FC)_{\nu'\nu}
$$

$$
\langle 1, \mu'\nu'|V_{12}|2, \mu\nu\rangle = \hbar J_{12}(FC)_{\mu'\mu}(FC)_{\nu'\nu}
$$

$$
\langle 2, \mu'\nu'|V_{12}|2, \mu\nu\rangle = 0
$$
so that the matrix element of the system’s Hamiltonian is obtained as
\[
\langle 1, \mu' \nu' | H_S | 1, \mu \nu \rangle = (\hbar \epsilon_1 + E_{\mu} + E_{\nu}) \delta_{\mu' \mu} \delta_{\nu' \nu} 
\]
(83)
\[
\langle 2, \mu' \nu' | H_S | 1, \mu \nu \rangle = \hbar J_{12} (FC)_{\mu' \nu'} (FC)_{\nu' \nu} 
\]
(84)
\[
\langle 1, \mu' \nu' | H_S | 2, \mu \nu \rangle = \hbar J_{12} (FC)_{\mu \nu'} (FC)_{\nu' \nu} 
\]
(85)
\[
\langle 2, \mu' \nu' | H_S | 2, \mu \nu \rangle = (\hbar \epsilon_2 + E_{\mu} + E_{\nu}) \delta_{\mu' \mu} \delta_{\nu' \nu} 
\]
(86)
Likewise,
\[
S_1 | 1, \mu \nu \rangle = | 1, \mu \nu \rangle 
\]
(87)
\[
S_1 | 2, \mu \nu \rangle = 0 
\]
(88)
\[
S_2 | 1, \mu \nu \rangle = 0 
\]
(89)
\[
S_2 | 2, \mu \nu \rangle = | 2, \mu \nu \rangle 
\]
(90)
for arbitrary \( \mu \) and \( \nu \) values. These relations imply that
\[
S_1 = \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} | 1, \mu \nu \rangle \langle 1, \mu \nu | 
\]
(91)
\[
S_2 = \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} | 2, \mu \nu \rangle \langle 2, \mu \nu | 
\]
(92)
so that
\[
H_{SB} = \sum_{m=1}^{2} \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} | m, \mu \nu \rangle \langle m, \mu \nu | \otimes B_m 
\]
(93)
The final three pieces of our Hamiltonian can be written
\[
H_S = \sum_{m=1}^{2} \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} \hbar [\epsilon_m + (\mu + \nu) \omega_0] | m, \mu \nu \rangle \langle m, \mu \nu | 
\]
\[
+ \hbar J_{12} \sum_{\mu, \nu, \mu', \nu' = 0}^{\infty} [(FC)_{\mu \nu'} (FC)_{\mu' \nu} | 1, \mu' \nu' \rangle \langle 2, \mu \nu | + (FC)_{\mu' \nu} (FC)_{\nu \mu'} | 2, \mu' \nu' \rangle \langle 1, \mu \nu | 
\]
(94)
\[
H_B = \sum_{m=1}^{2} \sum_{\xi \neq 0} \hbar \omega_\xi C_{\xi, m}^\dagger C_{\xi, m}, 
\]
(95)
\[
H_{SB} = \sum_{m=1}^{2} \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} | m, \mu \nu \rangle \langle m, \mu \nu | \sum_{\xi \neq 0} \hbar \omega_\xi g_{\xi, m} (C_{\xi, m} + C_{\xi, m}^\dagger) 
\]
(96)
\( H_S \) describes the intrinsic dynamics of an exciton in the two coupled pigments. Its eigenstates, \( | E_\alpha \rangle \), are referred to as the vibronic eigenstates. The Hamiltonian \( H_B \) describes the vibrations in the surrounding protein bath. \( H_{SB} \) describes the coupling between a pigment and its bath. There are no direct couplings between baths. The physical structure of the
baths is described by the spectral density functions $G_m(\omega) = \hbar \omega^2 \sum_{\xi \neq 0} g_{\xi,m}^2 \delta(\omega - \omega_\xi)$ for $m = 1, 2$. In our model we are using the B777 spectral density that can be approximated with

$$G_m(\omega) = \hbar \omega \left( \frac{\lambda_m}{\lambda_0} \right) \sum_{s=1}^{3} c_s \left( \frac{\omega}{\omega_{cs}} \right)^{s-1} e^{-\omega/\omega_{cs}},$$

where $\lambda_0 = 107 \text{ cm}^{-1}$, $c_1 = 0.22$, $c_2 = 0.78$, $c_3 = 0.31$, $\omega_{c1} = 170 \text{ cm}^{-1}$, $\omega_{c2} = 34 \text{ cm}^{-1}$, $\omega_{c3} = 69 \text{ cm}^{-1}$, and the reorganization energy of Pigment-Protein monomer is defined as $\hbar \lambda_m = \int_0^\infty d\omega G_m(\omega)/\omega$.

### 2.3 The Reduced Density Operator

The quantum state of the vibronic exciton is described by the reduced density operator, $\rho(t)$, for the system, $H_S$. It can be obtained by tracing out the bath modes from the density operator, $W$, of the whole PPD system, $H$ [12, 15]. That is

$$\rho(t) = \text{Tr}_{\xi \neq 0} \{W(t)\}$$

By tracing out the bath modes, we are condensing all of the bath’s information into an 8-state vibronic system considering the normal mode splitting of the ground and excited states. This is done by taking an average of sorts over the influence of the bath modes on the vibronic system [5]. In our data analysis we will trace out the vibronic modes leaving the density matrix of a two state electronic system. However, this two-state system does not act like an electronic system, each component of the reduced density matrix is scaled by a vibronic factor.

### 2.4 Optical Excitation of System

For the PPD, the transition dipole operator is readily obtained as $D = D_1^{(PP)} + D_2^{(PP)}$ with $D_m^{(PP)}$ the transition dipole of $m$th PP. This operator describes absorption of a photon that induces a transition from a ground state of PPD into an one-exciton state of PPD as $
abla^{\alpha}\langle 1, \mu'\nu'|D|g_\mu\rangle|g_\nu\rangle = d_1 (FC)_{\mu'\nu'}\delta_{\mu'\nu'}$ and $\langle 2, \mu'\nu'|D|g_\mu\rangle|g_\nu\rangle = d_2 (FC)_{\mu'\nu'}$, where $d_m$ is the transition dipole moments of $m$th pigment [12].

The transition dipole moment of vibronic-exciton state $|E_\alpha\rangle$ from various ground-electronic phonon states is thus obtained as

$$d_\alpha^{(ex)} = \sum_{m=1}^{2} \sum_{\mu,\nu,\mu',\nu'=0} f_{\mu\nu} \langle E_\alpha|m, \mu'\nu'|\langle m, \mu'\nu'|D|g_\mu\rangle|g_\nu\rangle, \tag{99}$$

where $f_{\mu\nu}$ are the weight of ground states that satisfy $\sum_{\mu,\nu} |f_{\mu\nu}|^2 = 1$ to conserve the total oscillator strength of PPD. In thermal equilibrium, the weight is proportional to populations of the ground states so that $f_{\mu\nu} = \exp \{- (\mu + \nu) \hbar \omega_0 / k_B T \} / \sum_{\nu'} \exp \{- 2 \hbar \omega_0 \nu' / k_B T \}$, and this approaches $f_{\mu\nu} \simeq \delta_{\mu0} \delta_{\nu0}$ at the low temperature limit.
For an optical transition achieved by an ultrashort laser pulse, \( \mathbf{E}(t) \propto \mathbf{e} \delta(t) \) with \( \mathbf{e} \) the polarization vector, shot into a sample in which PPDs are randomly oriented in solvent, the reduced density matrix at \( t = 0 \) in the vibronic exciton base is obtained as [8]

\[
\rho_{\alpha\beta}(0) \equiv \langle E_\alpha | \rho(0) | E_\beta \rangle = \frac{d_{\alpha}^{(ex)} \cdot d_{\beta}^{(ex)}}{\sum_{\alpha'} d_{\alpha'}^{(ex)} \cdot d_{\alpha'}^{(ex)}}
\]

where the denominator is needed for normalization, \( Tr \rho(0) = \sum_{\alpha} \rho_{\alpha\alpha}(0) = 1 \).

### 2.5 Numerical Method

In order to obtain the non-perturbative and non-Markovian dynamics of the reduced density operator, we have employed the quasi-adiabatic propagator path integral method (QUAPI). This method was first developed by Makri and Makarov [16, 17], and then extended to handle exciton transfer under multiple baths by Nalbach et al [4, 18].

The system-bath basis of M Pigment-Proteins (PPs) can be taken as

\[
|s, b\rangle = |s_1\rangle|s_2\rangle \cdots |s_M\rangle \otimes |b_1\rangle|b_2\rangle \cdots |b_M\rangle
\]

Which works as

\[
S_j \otimes B_j |s, b\rangle = |s_1\rangle \cdots |s_{j-1}\rangle (S_j |s_j\rangle) |s_{j+1}\rangle \cdots |s_M\rangle \otimes |b_1\rangle \cdots |b_{j-1}\rangle (B_j |b_j\rangle) |b_{j+1}\rangle \cdots |b_M\rangle
\]

\[
= |s\rangle \otimes |b_1\rangle \cdots |b_{j-1}\rangle (s_j B_j |b_j\rangle) |b_{j+1}\rangle \cdots |b_M\rangle
\]

Take \( H_{env} = H_B + H_{SB} \), then the action of \( H_{env} \) on the system-bath basis is

\[
H_{env} |s, b\rangle = |s\rangle \otimes \sum_{j=1}^{M} \left( H_{B_j} + s_j B_j + \hbar \mu_j s_j^2 \right) |b\rangle
\]

\[
\equiv |s\rangle \otimes H_{env}(s) |b\rangle
\]

Here we write

\[
H_{env}(s) = \sum_{j=1}^{M} H_{env,j}(s_j)
\]

Since \( [H_{env,j}(s_j), H_{env,k}(s_k)] = 0 \) holds for \( j \neq k \), we have for complex \( z \),

\[
e^{zH_{env}(s)} = e^{zH_{env,1}(s_1)} \otimes \cdots e^{zH_{env,j}(s_j)} \otimes e^{zH_{env,M}(s_M)},
\]

Where the Baker-Campbell-Hausdorff relation has been used. Thus, the quasi-adiabatic propagator can be expressed as [19]

\[
\langle s', b' | e^{-iH \Delta t/\hbar} | s, b\rangle = \langle s', b' | e^{-iH_{env} \Delta t/2\hbar} e^{-iH_S \Delta t/\hbar} e^{iH_{env} \Delta t/2\hbar} | s, b\rangle + O(\Delta t^3)
\]

\[
= \langle s' | e^{-iH_S \Delta t/\hbar} | s\rangle \langle b' | e^{-iH_{env}(s') \Delta t/2\hbar} e^{iH_{env}(s) \Delta t/2\hbar} | b\rangle + O(\Delta t^3)
\]

\[
= K_0(s, s'; \Delta t) \prod_{j=1}^{M} \langle b_j | e^{-iH_{env,j}(s'_j) \Delta t/2\hbar} e^{iH_{env,j}(s_j) \Delta t/2\hbar} | b_j \rangle + O(\Delta t^3).
\]
Here $K_0(s, s'; \Delta t)$ describes the time evolution of the system and the product describes the time evolution of the bath. Because we’ve discretized time, the $O(\Delta t^3)$ term to accounts for the error in our calculation. The error is based on our time step $\Delta t$. The influence of the bath on the system is given by the influence functional

$$I_{\text{FV}}[s^+, s^-, t] = \prod_{j=1}^{M} I_{\text{FV}, j}[s^+_j, s^-_j; t]$$

$$= \prod_{j=1}^{M} \exp \left\{ \frac{-1}{\hbar} \Phi_j[s^+_j, s^-_j; t] \right\}$$

$$= \exp \left\{ \frac{-1}{\hbar} \sum_{j=1}^{M} \Phi_j[s^+_j, s^-_j; t] \right\}$$

Where $s^+$ describes the forward time evolution of the system and $s^-$ describes the backward time evolution. The influence phase due to the $j$-th bath is given by

$$\Phi_j[s^+_j, s^-_j; t] = \int_0^t dt' \left\{ s^+_j(t') - s^-_j(t') \right\} \int_0^{t'} dt'' \left\{ C_j(t'' - t'') s^+_j(t'') - C'_j(t'' - t') s^-_j(t'') \right\}$$

Where $C_j(t)$ is the bath correlation function of the $j$-th bath,

$$C_j(t) = \hbar \int_0^\infty d\omega G_j(\omega) \left[ \coth \left( \frac{\hbar \omega}{2k_B T} \right) \cos \omega t - i \sin \omega t \right]$$

The QUAPI scheme can be discretized by replacing the integrals in the influence phase with sums.

$$\Phi_j[s^+_j, s^-_j; t] = \sum_{k=0}^{N} \sum_{k'=0}^{N} \left( s^+_{j,k} - s^-_{j,k} \right) \left( C^{(j)}_{kk'} s^+_{j,k'} - C^{(j)*}_{kk'} s^-_{j,k'} \right)$$

so that the total influence phase is obtained as

$$\Phi_{\text{FV}}[s^+, s^-; t] = \sum_{j=1}^{M} \sum_{k=0}^{N} \sum_{k'=0}^{N} \left( s^+_{j,k} - s^-_{j,k} \right) \left( C^{(j)}_{kk'} s^+_{j,k'} - C^{(j)*}_{kk'} s^-_{j,k'} \right)$$

Giving us an Influence Functional of

$$I_{\text{FV}}[s^+, s^-; t] = \exp \left\{ \sum_{j=1}^{M} \sum_{k=0}^{N} \sum_{k'=0}^{N} \left( s^+_{j,k} - s^-_{j,k} \right) \left( C^{(j)}_{kk'} s^+_{j,k'} - C^{(j)*}_{kk'} s^-_{j,k'} \right) \right\}$$

Here, $s_{j,k} = s_j(k\Delta t)$, $s_{j,k'} = s_j(k'\Delta k_{\text{max}})$, and $C^{(j)}_{kk'} = C_j(k\Delta t - k'\Delta k_{\text{max}})$ where $N$ is the number of time steps, $k$ and $k'$ are iteration parameters for the system and bath respectively, and $\Delta t$ and $\Delta k_{\text{max}}$ are the time increments of the system and bath respectively. The memory time of the system is given by $\Delta t \Delta k_{\text{max}}$.  
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While the math may seem intimidating, the concept is simple. The evolution of the density matrix is the sum of all possible paths traversing both forward and backward in time from the current state, $s_{j,k}$. The forward time evolution is given by $s^+(t)$, the sum of all paths connecting $s_{j,k}$ to $s_{j,N}$. The backward time evolution is given $s^-(t)$, the sum of all paths connecting $s_{j,k}$ to $s_{j,0}$.

The precision of the method is determined by the following two parameters: $\Delta t$, the time resolution and $\Delta k_{\text{max}}$, the degree of inclusion of non-Markovian memory effect of the relaxation dynamics of bath. QUAPI is non-perturbative, it does not consider the coupling between the system and the bath, but looks at the dynamics directly. If $\Delta t \to 0$ and $\Delta k_{\text{max}} \to 0$ then we can calculate the exact dynamics of the reduced density operator $\rho(t)$. Thus, QUAPI is said to be numerically exact. Since these limits are computationally unattainable, we must find accurate finite values for these parameters. The resolution $\Delta t$ needs to be short enough to see temporal changes of population (and coherence). This is determined by the largest of $J_{12}$ in our PPD model. Choosing a value of $\Delta t = 25$ fs should be small enough to see these temporal changes. The memory time $\Delta t \Delta k_{\text{max}}$ needs to be taken long enough to include the non-Markovian memory effects. These are determined by the bath correlation function (116). At large values of $t$, our spectral density (97) decreases rapidly. Choosing a memory time of 50 fs covers 80% of the real part of the decay and 50% of the imaginary part of the decay of the bath correlation function. With a memory time of 50 fs and time slice of 25 fs, we can deduce that $\Delta k_{\text{max}} = 2$ fs.

### 2.6 Quantumness

As an exciton is being continuously influenced by the thermal bath, its electronic coherence will decohere and therefore approach the most classical state that is often referred to as the pointer state [6]. In order to quantify how far the reduced density operator $\rho(t)$ is from the pointer state, we employ the quantumness $Q(\rho)$ proposed by Giraud et al. [7]

\[
Q(\rho) = \min ||\rho - \rho_c||
\]  

(120)

where $\rho_c$ is a density operator of the classical state in consideration. Thus the quantumness of a given reduced density operator $\rho$ is defined as the minimum of the Hilbert-Schmidt distance (denoted by $||A|| = \sqrt{\text{Tr}(AA^\dagger)}$ for arbitrary operator $A$) measured from various classical states.

The the most classical state for the vibronic exciton PPD is its thermal equilibrium, the Boltzmann state for the bath temperature. We therefore take the pointer state as the diagonal of the vibronic exciton states, $\sum_{\alpha} c_{\alpha} |E_{\alpha}\rangle\langle E_{\alpha}|$ where $c_{\alpha}$ are real coefficients [6]. Hence the quantumness is

\[
Q(t) \equiv \min_{\{c_{\alpha}\}} \left\| \rho(t) - \sum_{\alpha} c_{\alpha}|E_{\alpha}\rangle\langle E_{\alpha}| \right\|
\]  

(121)

where $c_{\alpha}$ are determined to minimize the Hilbert-Schmidt distance for $\rho(t)$. The has the bounds $0 \leq Q(t) \leq \sqrt{1 - 1/d}$, where $d$ is the number of vibronic exciton states. Thus, in a two state system like we are considering, the maximum quantumness is $\approx 0.7$. 
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3 Data and Analysis

3.1 The Simulation

Our simulation is based in Mathematica and models an electronically coupled Pigment-Protein dimer surrounded by a protein bath. Each pigment is coupled to its own localized bath. There is no coupling between the individual baths. The simulation was designed to be as general as possible. The following parameters can be adjusted:

- Normal Mode Frequency ($\omega_0$)
- Huang-Rhys Factor ($S$)
- Electronic Coupling ($J$)
- Site Energy ($\hbar \epsilon$)
- Temperature ($T$)
- Reorganization Energy ($\lambda$)
- Dipole Orientation
- Length of Simulation
- Time Slice ($\Delta t$)
- Iteration Parameter ($\Delta k_{\text{max}}$)

The simulation can have three different initial conditions. The first is a specific excited state represented in the site basis. The second is a specific excitation energy represented in the energy basis. The third is an excitation by an ultrashort laser pulse. Ultrashort laser pulses are quantum in nature initially exciting the dimer into a superposition. The Simulation constructs the Hamiltonian from the parameters then uses the QUAPI to calculate the time evolution of the density matrix. All of our data is retrieved from the density matrix as it evolves in time. For all of our calculations we set the number of intra-pigment normal modes in the ground and excited state to 1, considering only one vibrational energy splitting. For our QUAPI calculation, we set $\Delta t$ to 25 fs, $\Delta k_{\text{max}}$ to 2, and $t$ to 2500 fs.

Testing our simulation, we found that at 125 k, purely electronic coherences lasted just over 500 fs and vibronic coherences to at least 2500 fs. These values correspond to length of coherence observed by Christensson et al. for electronic and vibronic models [1]. Thus, our simulation corresponds with literature results.

3.2 Data Collection

Our goal is to use the simulation to see if long-term quantum coherence can theoretically occur at physiological conditions in a PPD. We focused on changing three parameters, the Huang-Rhys factor ($S$), site energy difference ($\Delta \epsilon$), and reorganization energy difference
The plots show the coherence for a vibronic trial (top) and an electronic trial (bottom) for a temperature of 125 k.

\((\Delta \lambda)\). These parameters have been experimentally determined, \(\Delta \epsilon\) ranges from 50 \(\rightarrow\) 230 cm\(^{-1}\), \(\Delta \lambda\) ranges from 2 \(\rightarrow\) 23 cm\(^{-1}\), \(S\) is 0.02. The physiological values for the parameters we held constant are as follows the coupling \((J)\) ranges from 32 \(\rightarrow\) 98 cm\(^{-1}\), the reorganization energy \((\lambda)\) ranges from 11 \(\rightarrow\) 38 cm\(^{-1}\), and the temperature \(T\) was set to 300 k [20, 21].

We began our data collection by varying the Huang-Rhys factor with the site energy difference. Our normal mode frequency, \(\omega_0\), was set to 191 cm\(^{-1}\) as experimentally determined by Rätsip et al. To see the full effect of the Huang-Rhys factor, we varied it from 0.0 to 0.3. The physiological value of 0.0196 is included within this range. The site energy of Pigment-Protein 1 (PP1) was set to 13500 cm\(^{-1}\) and the site energy difference was varied from 0 \(\rightarrow\) 2\(\omega_0\). We took data at a temperature 300 k, with a coupling of 100 cm\(^{-1}\), and a reorganization energy of 15 cm\(^{-1}\) for each pigment.

Next, we varied the reorganization energy difference against the site energy difference. \(\omega_0\) was set to 191 cm\(^{-1}\) \(-\) 1), \(T\) was set to 300 k, \(J\) was set to 100 cm\(^{-1}\), \(\lambda\) was set to 15 cm\(^{-1}\), \(S\) was set to 0.02, and the site energy of PP1 was set to 13500 cm\(^{-1}\). \(\Delta \epsilon\) was varied from 0 \(\rightarrow\) 2\(\omega_0\) cm\(^{-1}\), and \(\Delta \lambda\) was varied from \(-5\) \(\rightarrow\) 5 cm\(^{-1}\).

Our last data set modeled the orientation and coupling of BChl3 and BChl4 in the FMO dimer [21]. \(\Delta \epsilon\) was varied from \(-1.5\omega_0\) \(\rightarrow\) 1.5\(\omega_0\) cm\(^{-1}\), \(\Delta \lambda\) was varied from \(-15\) \(\rightarrow\) \(-2\) cm\(^{-1}\), and \(S\) was tested at the value of 0.02 and 0.2. \(J\) was set to 59 cm\(^{-1}\), \(\lambda\) was set to 25 cm\(^{-1}\), \(T\) was set to 300 k, and \(\omega_0\) was set to 180 cm\(^{-1}\).
3.3 Data Analysis

Our data was interpreted from the reduced density matrix described by eq. 98. The main focus was to investigate long-lived quantumness and coherence in the FMO. Our quantitative measure of quantumness was defined in the theory section by eq. 121. Since we have a two state system, the maximum quantumness is $1/\sqrt{2} \approx 0.7$. At each time slice in the simulation the quantumness was calculated fig. 2.

Figure 2: The graph shows the time evolution of the quantumness for 2500 fs after excitation. The vibronic case is in green and the electronic case is in red. The Huang-Rhys factor was set to 0.1.

There is initially a large amount of quantumness that is attributed to the electronic coherence (red). The electronic coherence quickly decays after a few hundred femtoseconds. The vibronic quantumness decreases initially with the electronic quantumness however, it reaches a minimum value around 500 fs and stabilizes there. This long-term quantumness is what we are interested in. To isolate the long-term quantum effects, we only considered the data in the time range of 1500 to 2500 fs. To quantify the long-term quantum effects, we took the average of the quantumness over the considered time range.

The Coherence measures the correlation or superposition of quantum states. Coherence is determined by the complex off diagonals of the density matrix fig. 3. The maximum amplitude that the coherence can have is 1.

Figure 3: The graph shows the coherence of the exciton for 2500 fs after excitation. The red corresponds to the imaginary part of the coherence and the blue corresponds to the real part of coherence. The Huang-Rhys factor was set to 1.

The coherence has a large amplitude for the first 300 femtoseconds this is due to the electronic coherence. Afterwards, there are smaller amplitude oscillations that correspond to the long-lived coherence. To quantify the long-term coherence, took the root-mean-square (rms) of the amplitude from 1500 to 2500 fs.
4 Results and Discussion

4.1 General Trends

Figure 4: The graphs plot quantumness (left) and coherence (right) against temperature. Each data set has the same parameters except for the electronic coupling. The electronic coupling, J, is in units of cm\(^{-1}\).

As the temperature increases, the quantumness and coherence decrease, fig. 4. This is due to the temperature dependence in bath correlation function eq. 116. As the temperature increases, nuclear vibrational motion also increases causing quicker energy dissipation and decoherence. This trend is constant throughout our data sets. Furthermore, Temperature does not affect the features in the data, it only affect the amplitude of the features fig. 5.

Figure 5: The contour plots show the quantumness for various reorganization energy differences, \(\Delta \lambda\), and energy differences, \(\Delta \epsilon / \omega_0\), in the FMO dimer. The data at 125 K is shown on the left and the data at 300 K is shown on the right. Both plots are scaled the same magnitude. Notice that the general shape of the peaks is the same.
4.2 The Huang-Rhys Factor

Quantumness is dependent on both the Huang-Rhys factor and the site energy difference fig. 6 (a). As $S$ increases, the quantumness also increases. Since the Huang-Rhys factor is a measure of overlap between vibrational states, we would expect that higher values of $S$ have more coherence. However, there is a certain value of $S$ where the quantumness will saturate. Increasing $S$ past this point will not increase the quantumness. The saturation point of the maximum in fig. 6 occurs at $S = 0.01$ for $\Delta \epsilon/\omega_0$ ranging from 1.5 to 2.0. The maximum quantumness in our data set is 0.1245. The coherence has a maximum of 0.0072 at a Huang-Rhys factor of 0.01 and a site energy difference of 1.5 fig. 6 (b). Since the maximum quantumness occurs at the same location as the coherence peak, we can say that there is quantum coherence occurring at $S = 0.01$ and $\Delta \epsilon/\omega_0 = 1.5$. Although quantum effects are present at high $\Delta \epsilon$ and $S$ values, there is no coherence at these points.
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(a) Quantumness: $T = 300$ K  
(b) Coherence: $T = 300$ K

Figure 6: The contour plots show the quantumness (left) and coherence (right) as the Huang-Rhys factor, $S$, and energy difference, $\Delta \epsilon/\omega_0$, changes. Both data sets were taken at a temperature of 300 K with an electronic coupling of 100 cm$^{-1}$. The reorganization energy for each pigment was 15 cm$^{-1}$.

4.3 Reorganization Energy Difference

Variance in the reorganization energy difference, $\Delta \lambda$, leads to much larger values of quantumness than variance in the Huang-Rhys factor. At 300 K we found a maximum quantumness value of 0.285 occurring at $\Delta \epsilon/\omega_0 = 0$ and $\Delta \lambda = -5$ fig. 7 (a). The maximum coherence was found to be 0.00465 occurring at $\Delta \epsilon/\omega_0 = 0.75$ and $\Delta \lambda = -2$ fig. 7 (b). These two peaks do not coincide. However, varying the $\Delta \lambda$ can lead to higher quantumnesses than varying $S$. There is a minimum at $\Delta \lambda = 0$ and as $\Delta \epsilon/\omega_0$ this minimum does not increase much. Thus, to have significant quantumness and coherence, there needs to be a $\Delta \lambda$ value with a magnitude greater than 2 cm$^{-1}$.
4.4 BChl Dimer in FMO Complex

There is a lot of overlap between the quantumness and coherence at the physiological conditions of the FMO dimer fig. 8. Plotting the quantumness against the coherence gives a linear trend that can be seen in fig. 9. The linearity means that almost all of the observed coherence is quantum in nature. Furthermore, a very large peak in both quantumness and coherence located at $\Delta \epsilon / \omega_0 = 0.25$ cm$^{-1}$ and $\Delta \lambda = -9.5$ cm$^{-1}$. The
quantumness at this peak is 0.23 and the coherence at this peak is 0.15. The coherence here is larger than the rest of our data by a factor of 10. Furthermore, there is another peak of lesser magnitude located at $\Delta \epsilon/\omega_0 = 0.5 \text{ cm}^{-1}$ and $\Delta \lambda = -5 \text{ cm}^{-1}$. At the bottom right hand corner of the plots in fig. 8 there is another maximum emerging. Since the maximum occurs at the boundary of our physiological conditions we will not worry about it.
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Figure 9: The plot shows the correlation between the quantumness and coherence for the physiological FMO dimer. The data has been fit with a linear model $y = 1.977x + 0.019$. Different colored markers correspond to the energy differences in the legend. Each marker corresponds to a different reorganization energy difference.

Increasing the Huang-Rhys factor does not affect the magnitude of the peaks fig. 10. However, it does change the location. At a Huang-Rhys factor of 0.2, the peak of the quantumness occurs at $\Delta \epsilon/\omega_0 = 0.25 \text{ cm}^{-1}$ and $\Delta \lambda = -8 \text{ cm}^{-1}$ with a maximum of 0.23. The coherence peak occurs at the same location with a maximum of 0.15. These maximum values are unchanged from the results of a Huang-Rhys of 0.02. Since the coherence and quantumness peaks coincide, there is a significant amount of quantum coherence at these peaks. To better understand these peaks we need to look at them in higher $\Delta \lambda$ and $\Delta \epsilon/\omega_0$ resolution.

Zooming in on these peaks (fig. 10 (c) and (d)) shows that there are actually two peaks located close together. These peaks occur at $\Delta \epsilon/\omega_0 = 0.2 \text{ cm}^{-1}$ and $\Delta \lambda = -9.5 \text{ cm}^{-1}$ and at $\Delta \epsilon/\omega_0 = 0.3 \text{ cm}^{-1}$ and $\Delta \lambda = -7 \text{ cm}^{-1}$. Looking at the peaks at higher resolution does not resolve a higher magnitude. From fig. 8 and fig. 10 we can see that there seems to be regularity to the local maxima and minima. The minimum occurs at $\Delta \lambda = -11$ and $\Delta \epsilon/\omega_0 = 0.25$ in fig. 8 and $\Delta \lambda = -10$ and $\Delta \epsilon/\omega_0 = 0.25$ in fig. ?? To understand these peaks we must look at the raw coherence data fig. 11.

### 4.5 Discussion

Looking at the coherence for the two peaks fig. 11 (a) and (b), the minimum fig. 11 (c), and the transition between the peak and minimum fig. 11 (d), we find that every data point occurs at roughly the same amplitude. This indicates that the frequency the coherence is
Figure 10: The contour plots show quantumness (left) and coherence (right) for physiological conditions in the FMO Complex. The condition are the same as fig. 8 except for the Huang-Rhys factor which is set to 0.2. Plots (c) and (d) are higher resolution plots of (a) and (b) respectively. All plots are on the same amplitude scale.

oscillating at corresponds to the length of the time slice ($\Delta t$) of the simulation. Fitting the real part of the coherence with a cosine function, we find that for each of plots, the frequency of oscillation is about $3.7\omega_0$. This frequency corresponds to a period of 50 fs which is $2\Delta t$. Thus, for every time slice of the simulation, we will be sampling the same part of the coherence. For example, the sample may be taken from the peaks every time or from the origin every time. Having a sample rate that corresponds to the period of coherence has a few effects on our data.

As the phase of the coherence changes, the simulation will cycle through sampling from the peak fig. 11 (a) to the origin fig. 11 (d). When we repeatedly sample from a peak, the simulation will show that there is a lot of coherence, furthermore, when we repeatedly sample from the origin, the coherence will seem nonexistent. However, the coherence can be just as strong in both of these cases, just hidden by the poor sampling
Figure 11: The plots show the real and imaginary parts of the coherence for the last 1000 fs of the data shown in fig. 8. Plot (a) corresponds to the largest peak, plot (b) corresponds to the secondary peak, plot (c) corresponds to the transition into the minimum, and plot (d) corresponds to the local minimum.
of the simulation. The maxima and minima that occurred regularly in the FMO data all have coherence frequencies $3.7\omega_0$. The phase of the coherence must be changing with the reorganization energy. Thus causing the coherence to come in and out of phase with the time slices giving the appearance of regular coherent peaks. Furthermore, if there are maximal values in the off diagonals of the density matrix every time the quantumness is calculated, then the quantumness will be larger. Likewise, if there are minimal values in the off diagonals the quantumness will be small. This is why the quantum maxima and minima coincide with coherence maxima and minima.

Since the coherence was analyzed by looking at the rms of the real part, data where all of the samples are taken from the same amplitude will be skewed. If all of the data points are at the peak of the coherence oscillation, then the rms will give the value of the peak. If the samples are taken equally from all parts of the coherence, then the rms will give a value closer to $a/\sqrt{2}$ where $a$ is the amplitude of the oscillation. The maximal rms value of coherence for the FMO was found to be 0.15, this is where the samples were taken from the peak of the coherence at each time slice. If the samples were taken randomly from the coherence, then the rms value would be closer to $0.15/\sqrt{2} \approx 0.1$. Thus, there may be coherences just as strong as the peak at locations where the coherence was equal to 0.1, such as the blue sections of fig. 8 (b).

\[
\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure12.png}
\caption{The plot shows the real part of the coherence aliasing. The data was taken from the physiological FMO dimer with Huang-Rhys factor of 0.02. The energy difference and reorganization energy difference are labeled above the figure. If you look at the data points (the circles), you can see two slowly oscillating anti-correlated sine waves. These low frequency oscillations are a direct result of aliasing.}
\end{figure}
\]

Because the simulation sample rate is on the same order as the coherence period, aliasing will become an important factor. Aliasing is a distortion in the signal due to the sample rate being slower than the period of oscillation fig. 12. When a signal aliases, its amplitude will appear to have a secondary low frequency oscillation in addition to the normal oscillations of the wave. This is because when each a sample is taken, it is at a phase slightly behind the previous sample. Over time, the phase will get so far behind that samples are taken at the peak again. The actual frequency of the coherence in fig. 12 is $\approx 4.07\omega_0$ which corresponds to a period of 45.5 fs. The time slice $\Delta t$ of the simulation is 25 fs. Thus for every two samples, there will be a lag of 5 fs. After 10 samples, the simulation will be sampling from the peak again.
5 Conclusion

We found that increasing the Huang-Rhys factor to 0.1 increases the long-term quantumness. Increasing the Huang-Rhys factor further has little effect on the quantumness and decreases the coherence. The long-term coherence peaks at a Huang-Rhys factor of 0.1. We found greater changes in quantumness and coherence by varying the site energy difference and reorganization energy difference. Understanding how the long-term quantum coherence behaves in different conditions is essential in designing devices that exhibit long-term coherence. Furthermore, inclusion of quantized normal modes is needed to create these long-lived oscillations. In the physiological BChl dimer in the FMO, we found a maximum quantumness of 0.23 and a maximum coherence of 0.15. The coherence was a magnitude of 10 larger than any of the data sets we took. These maximums coincide suggesting that long-lived quantum coherences may exist in the FMO Complex at physiological conditions. However, the temporal resolution of our simulation was not high enough allowing for aliasing in our coherence data. Until we improve the time resolution of our simulation, we cannot conclude if significant quantum coherences occur in the FMO at physiological conditions.
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